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Roy E. Ellis 

This book is dedicated to the memory of our dear friend and colleague 
Professor Roy E. Ellis, who, until his untimely death, was an active member 
of our Editorial Board. 

Throughout his career, Professor Ellis devoted himself tirelessly to the 
safe use of radiation for the welfare of mankind. He was a very practical 
man. He realized that radiation, used constructively, could be of considerable 
benefit, yet, if applied indiscriminately, was a hazard which needed to be 
controlled. He was a great leader both in the clinical application of radiation 
and in protection against its harmful effects. Those of us who had the 
pleasure of working with him will always relish the experience. It was an 
honor and a privilege to have had Roy Ellis as a member of our Editorial 
Board. His enthusiasm and vitality will be sorely missed. 
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Preface 

The Progress in Medical Radiation Physics series presents in-depth reviews of 
many of the significant developments resulting from the application of 
physics to medicine. This series is intended to span the gap between research 
papers published in scientific journals, which tend to lack details, and 
complete textbooks or theses, which are usually far more detailed than 
necessary to provide a working knowledge of the subject. 

Each chapter in this series is designed to provide just enough information 
to enable readers to both fully understand the development described and 
apply the technique or concept, if they so desire. Thorough references are 
provided for those who wish to consider the original literature. In this way, it 
is hoped that the Progress in Medical Radiation Physics series will be a 
catalyst encouraging medical physicists to apply new techniques and 
developments in their daily practice. 

Colin G. Orton 
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The Tracking Cobalt Project 
From Moving-Beam Therapy to Three­
Dimensional Programmed Irradiation. 

W. A. JENNINGS 

1. INTRODUCTION 

"My object all sublime 
I shall achieve in time, 

to let the punishment fit the crime, 
the punishment fit the crime" 

("The Mikado," Gilbert and Sullivan, 1885) 

In radiotherapy, the dose distribution achieved over the tumor volume, 
whatever its shape and location, and avoiding damage to surrounding tissues 
are vital components in the success or failure of the treatment. Moreover, by 
minimizing the volume irradiated, it becomes possible to deliver higher doses, 
and as first demonstrated by Ralston Paterson in Manchester, the higher 
doses tolerated lead to higher cure rates. However, adopting smaller volumes 
and higher dose levels call for higher precision in delivery, since Shukovsky,(l) 
Stewart and Jackson,(2) and Herring(3) have shown that there is a steep 
function relating dose with probability of cure and also risk of damage. 

Thus, the present chapter is concerned with the approach to coriformation 

W. A. JENNINGS • National Physical Laboratory, Teddington TWll OLW England. 
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2 W. A. Jennings 

therapy, a term used to describe treatments in which the high dose volume is, 
shaped in three dimensions to conform to that of the target volume. In some 
instances, the target volume may be sinuous; for example, if one is to irradiate 
certain paths along which cells spread from a primary site, then the ratio in 
volumes between such sinuous tracks and "enclosing" cylinders may be 
considerable. Focusing on treating such sinuous tracks, Green(4) devised the 
tracking concept where the patient is tracked along in three dimensions, 
guiding the target path through an appropriate high-dose core produced by 
an "arc" therapy machine. 

Conformation therapy has had to be approached step by step, and Part I 
of this contribution describes the development of the project to this end. 
References to parallel approaches undertaken elsewhere are made, but the 
present discussion is largely confined to work on this project carried out in 
London, initially at the Royal Northern Hospital (1945-1970), and later at 
the Royal Free Hospital (from 1970), to which the project was transferred. 

A. Green, the radiotherapist in charge at the Royal Northern Hospital, 
had long believed in the dictum "let the punishment fit the crime!" In 1937, 
while working for the Medical Research Council, Green(S) had devised the 
first beam-directioning calliper for use with a radium beam unit. This device 
was soon extended by Dobbie(6) to become the "back pointer" for X-ray 
therapy. Such devices constituted a significant advance in correctly aiming 
radiation beams at tumors. Multifield techniques were developed with a view 
to enclosing tumors in nearly-uniform dose zones, with the routine applica­
tion aided by the use of jigs as well as back pointers. 

The next step was to develop the concept of moving-beam therapy, in 
which either the patient or the beam moved during treatment while the beam 
remained pointed at the tumor. This approach had advantages with respect 
to both the percentage depth dose that could be achieved and the accuracy 
with which delivery could be made. The concept was not new; indeed, the idea 
was first suggested by Kohl in 1906, and a number of approaches were 
described in the literature prior to 1945. However, the whole approach was 
rigorously pursued by Green, Jennings, and Bush(7) at the Royal Northern 
Hospital during the late ,1940s and early 1950s, and the hospital became a 
recognized center for the three principal types of moving-beam techniques, 
namely, rotating-chair therapy, arc therapy, and conical therapy, all with 
250-kV X rays. 

Generally, such techniques will produce nearly-spherical or nearly­
cylindrical high-dose zones at a depth when using circular or cylindrical 
beam sections, respectively. By the later 1950s, B. S. Proimos in Athens and 
K. A. Wright in Boston had introduced synchronous-shielding and beam­
shaping devices to moving-beam techniques to alter the shape of the high­
dose zone and to protect radiosensitive organs. These techniques are 
summarized later. 
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At the Royal Northern Hospital, the 1950s saw the development by 
Green, Jennings, and Christie(8) of the tracking technique with a view to 
irradiating the spread of malignant disease from the primary growth along 
the lymph node chains, the object being to confine the high-dose zone to the 
sinuous track. This was achieved by motorizing the patient couch in order to 
"feed" the path to be treated through the high-dose zone produced by arc 
therapy with a narrow beam. The vertical and lateral movements of the 
machine, Mark I, were controlled by four quadrant-shaped electrical contacts 
around a metal rod bent to the shape of the track, and the existing 250-k V X­
ray unit was used as the radiation source. 

From the experience gained in treating patients with this machine, a new 
model was designed by A. Green and W. A. Jennings in collaboration with 
G. R. Fulker ofTEM Instruments. Couch movements were to be controlled by 
a photo-electric profile-follower system, linked to a cobalt-60 unit. In 
order to fund what became known as the Tracking Cobalt Project, a public 
appeal for some £50,000 was launched in 1963 by Sir Bracewell Smith, a 
former lord mayor of London. 

As part of thoroughgoing consultations, a study tour of the United 
States was undertaken, and in consequence, the need for additional features 
in the system became apparent. In particular, the high-dose zone within the 
patient cross section, hitherto nearly circular, was elaborated to fit elliptical 
shapes with variable dimensions, eccentricities and orientations as one 
progressed along the track. Achieving such distributions meant incorporat­
ing additional control parameters, including the means of altering the beam 
width and the angular velocity at set positions within each arc. 

Following computations and experimental work with a cobalt-60 unit at 
St. Bartholomew's Hospital, the design of the Mark II machine was finalized 
(Jennings,(9) and Green(10»), and the necessary funding raised. The machine 
was completed, and due to a reorganization in the radiotherapy services for 
North London, it was installed at the Royal Free Hospital in 1970. The 
radiotherapist in charge was B. L. S. Skeggs, and a thoroughgoing dosimetry 
program was undertaken by Davy et al.(ll) prior to commencing treatments. 

However, the sheer complexity of both the treatment planning and the 
machine's control system proved excessive in routine use. Fortunately, the 
advent of the computer made possible the development of the third model 
during the evolution of this project. The new machine, Mark III, employing a 
new cobalt-60 unit, was designed by TEM Instruments according to the 
Royal Free Hospital's requirements, which were based on the experience 
gained with the analogue-controlled unit (Mark II). J. A. Brace designed 
and wrote the software to control and test the treatment unit (Brace et 
al.(12»). This new machine was entirely computer-controlled, not only for the 
tracking technique, but also for increased efficiency in repeat settings for 
multifield techniques and with respect to safety aspects through built-in 
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verification systems. In parallel, the computer made possible significant 
advances in treatment planning, which entails multi section calculations and 
summations. 

Parts II and III of this chapter discuss the current position with respect 
to the project at the Royal Free Hospital, a project that has thus evolved into 
conformation therapy by means of computer-controlled dynamic irradiation. 
Both the physical aspects of the treatment (Part II), and the computer 
machine-control systems (Part III), are considered. It is evident that the 
principles described could be applied to other types of radiation and 
equipment, but the present discussion is oriented to computer systems for the 
dynamic control of teletherapy units, and to treatment with photons, 
including the use of linear accelerators as well as cobalt-60 units. With the 
introduction of microprocessors, it is becoming possible to make this 
approach practicable on a wider scale, the sheer complexity involved having 
delayed its introduction in the past. 

2. ESTABLISHING MOVING-BEAM TECHNIQUES AT THE 
ROYAL NORTHERN HOSPITAL, 1945-1955 

2.1. Alternative Moving-Beam Techniques 

With 250-kV X rays, delivering an adequate dose to a deep-seated 
tumor with minimal skin damage generally necessitates the convergence of 
several radiation beams at the tumor site. This can be achieved by a "cross­
fire" arrangement, employing a series of separate tube settings. However, as 
early as 1906, Kohl saw the advantages of a continuously moving system in 
which an inclined X-ray tube revolved around a vertical axis through a supine 
patient's tumor, but this presented difficulties with sliding contacts for the 
high tension (HT) supplies. Alternative systems were suggested by Pohl in 
1913, and first described by Meyer in the same year, in which either the 
patient sat on a rotating chair with a stationary beam aimed horizontally or 
the patient lay still while the tube oscillated in an arc overhead. 

In the 1930s and early 1940s, these techniques were considered by a 
number of authors, mostly in Germany, France, Denmark, England, the 
United States, and Japan (see Ref. 7). However, a high proportion of the 
published papers were purely theoretical in character, with little or no 
discussion of dosimetry, patient-positioning techniques, or clinical results. 
During the period from 1945 to 1955, all three of the principal moving-beam 
approaches were developed at the Royal Northern Hospital in London into 
practical techniques and put into routine use. In consequence, the center 
became a focus of attention for moving-beam radiotherapy at that time, even 
though restricted to 250-kV X rays. 
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2.2. Conical-Rotation Therapy 

In this technique, first described in 1932 by Knox and Caulfield,(13) and 
later by Henschke,(14) the X-ray tube is set at an inclined position over the 
patient while the latter is rotated on a treatment couch around an axis 
passing through the tumor. This approach overcomes the HT supply 
problem that arose in Kohl's original proposal for revolving the inclined tube 
itself above a stationary patient. This technique, termed conical-rotation 
therapy, has the major advantage over "arc" therapy (see Section 2.4) that it 
can be used with any X-ray installation provided the clearance under the tube 
is adequate. 

This technique was taken up in 1945 at the Royal Northern Hospital 
and developed for treating deep-seated tumors by irradiation from both sides 
of the patient or for treating shallow tumors from one side only, the latter 
entailing the use of wedge filters. A full description of the technique was 
published in 1949 (Green et al.(7». Figure 1 indicates some of the salient 
features. It should be noted that using a plastic (Perspex/Lucite) disc as 
shown served a number of purposes: It provided compression and assisted in 
localization and beam positioning. Further, the disc and cone enabled one to 
apply dose distributions, measured in tissue-equivalent wax phantoms, 
directly to the same geometrical shapes in treatment if allowance for 
heterogeneity were made when appropriate. 

Sites treated included the uterine cervix, the body of uterus, ovary, 

Figure 1. Conical rotation therapy 
(Green. Jennings, and Bush, 1949). 
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bladder, rectum, and bronchus. It was just possible to reach the body's 
extremities, and hence also treatment of the thyroid, tongue, and brain. For 
treatment of the thorax, or extremities, special padded plastic shells and 
(evacuated) bolus bags were also used. After several years' use, this treatment 
was found to be an accurate and precise method of delivering high tumor 
doses, and the constitutional effects for a given tumor dose were less than in 
other forms of treatment. 

2.3. Rotating-Chair Therapy 

In this technique, first described by H. Meyer in 1913, the patient sits in a 
special chair, which rotates around an axis passing through the tumor while 
a stationary horizontal X-ray beam is aimed at the tumor, as indicated in 
Figure 2. This approach has been discussed by a number of authors over the 
years (see Ref. 7) and in particular by Nielsen and Jensen(16) in 1942, who 
employed screening during treatment to ensure correct positioning. 

In practice, this technique is limited to treating tumors in the thorax, 
such as bronchus or esophagus, and entails using specially designed chairs 
with immobilizing straps and generally with devices to hold the arms above 
the radiation beam. At the Royal Northern Hospital, a special chair was 
constructed to be mounted on top of the rotating couch used for conical 
therapy, the chair incorporating lateral adjustments in order to place the axis 
of rotation through the tumor. 

This technique permits achieving a high percentage depth dose, but the 
dosimetry is more complex. Individual patient contours have to be taken and 
beam dose contributions summated at a series of angles to simulate rotation. 
The effects of heterogeneities, and the chair pillar, will require corrections for 

AXIS 01 

rOla tlon 

Figure 2. Rotating-chair therapy. 



The Tracking Cobalt Project 7 

both dose rates and possible displacement of the maximum dose position 
from the axis. Phantom measurement programs were carried through, using 
different sized body and lung cross sections. The body was simulated by 
tissue-equivalent material ("lincolnshire bolus") and the lungs by cork 
granules or by the breakfast cereal Grapenuts, with a density of -0.3. One 
such phantom is shown in Figure 3(a), with a series of measured dose 
distributions in Figure 3(b). 

2.4. Arc or Pendulum Therapy 

The third principle type of moving-beam therapy entails the use of an x­
ray tube oscillating to and fro in an arc above the stationary patient. The 
technique was also first described by Meyer,(lS) and discussed by a number of 
authors over the years (see Ref. 7). Unlike conical therapy, this approach 
calls for a more complex X-ray installation. 

To establish the technique at the Royal Northern Hospital, the existing 
gantry of a 250-kV Marconi X-ray unit was modified by adding alternative 
heart-shaped cams, which while rotating continuously, provided for tube 
oscillations of 1200 , 1500 , or 1800 around a preset angular position, as 
illustrated in Figure 4. In order to use a beam diaphragm as close to the 
patient as practicable, a special couch was constructed with removable side 
panels, with the separate couch used for conical and chair therapy rolled out 
of the way on inset floor rails during arc treatments. 

This technique is illustrated in Figure 5, where attention is drawn to the 
displacement of the high-dose area from the continuously irradiated zone 
around the oscillation axis if only a 1800 arc is applied. This displacement will 
be rectified if both sides of the patient are treated in tum. If only one side is 
treated, for a shallow tumor, it will be necessary to aim at an axis deep to the 
tumor center. The dosimetry is essentially similar to that mentioned for the 
rotating-chair technique in Section 2.3 except that it tends to be more 
complex, since arc angles of under 3600 are more likely to arise, and 
displacement problems. are accentuated. 

In contrast to the use of isodose charts for multi beam techniques at fixed 
source-skin distances, using rotation techniques in chair and arc therapy 
called for new depth dose data based on fixed source-tumor distances but with 
varying source-skin distances. To this end, new tumor-air ratio charts were 
developed, this ratio being that for the dose at the depth with and with­
out the patient present, for a given arc radius at a series of angular 
settings. 

From the clinical standpoint, arc therapy proved the most versatile in 
application. Special localization and setting-up procedures were devised to 
ensure accuracy and repeatability. Again, patients were found to tolerate such 
treatments well, and higher doses to smaller volumes became possible. 
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Figure 3. (a) Phantom for dose-distribution measurements. Microionization chambers inserted 
in a 2 x 2 cm grid within a "lincolnshire bolus" body with cork granules for lungs. (b) Measured 
dose distributions to illustrate the effect of changing the lung size and angle of rotation. 
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Figure 4. Modified 250-kV Marconi X-ray unit for arc therapy, using heart-shaped rotating 
cams. A wax phantom is shown for distribution measurements using microionization chambers. 

2.5. Relative Percentage Depth Doses Achieved 

Although the full dosage distribution obtained is necessary for compar­
ing the merits of the moving-beam techniques, the percentage depth dose 
attainable in each instance is a significant factor. Moreover, the use of more 
penetrating X rays would clearly be advantageous. To this end, two studies 
were carried out by the author from 1955 to 1956 at the Argonne Cancer 
Research Hospital in Chicago. An experimental program was undertaken to 
establish conical rotation with a 2-MV Van de Graaff generator (Jennings and 
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Figure 5. Arc therapy. 
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McCrea(17)), and a theoretical study was made of the percentage depth doses 
achieved by conical therapy at 250-kV versus 2-MV X rays, and by conical 
versus chair and arc therapy at 250 kV under widely varying conditions 
(Jennings(18)). These papers should be consulted for a detailed analysis. 

3. THE TRACKING CONCEPT AND THE OPERATION OF 
THE MARK I TRACKING MACHINE, 1957-1959 

3.1. The Spread of Malignant Disease 

The common pathological spread of malignant disease in moderately 
early cases involves lymph node tracks, for example, in carcinoma of the 
cervix and seminoma of the testis. The lymphatic spread in the case of the 
former commonly involves lymph nodes from the obturator region below to 
the para-aortic nodes above, on the affected side. As pointed out by Green,(4) 
such a series of nodes lie on a narrow undulating pathway, as illustrated in 
Figure 6, and hence, the objective should be to confine the high-dose region 
to such a sinuous shape. Such a step should lead to improved cure rates on 
two counts: (1) results achieved in the treatment of smaller volume to higher 
dose levels (see Refs. 1-3) and (2) the practical irradiation of lines of 
lymphatic spread in appropriate cases. 
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x - clips on nodes 

Figure 6. Lymphatic spread in carcinoma of the cervix. Crosses indicate location of metal clips 
applied to sites of nodes commonly involved (Green, 1959). 

3.2. Realization of the Tracking Principle 

In order to confine the high-dose zone to a sinuous track, it is necessary 
either to develop a system of variable-beam diaphragms or to "track" the 
patient along in three dimensions. The latter technique was introduced at the 
Royal Northern Hospital in 1957 (Green(4»). 

Firstly, a small-volumejhigh-dose zone could be achieved at a depth by 
means of the 250-kV arc-therapy unit already in service at the hospital. A 
series of arc dose distributions were available, indicating the extent and 
location of the high-dose zone for various beam depths and arcing angles. 

Secondly, in order to confine the high-dose zone to the sinuous track, the 
patient would have to be moved both laterally and vertically while tracking 
along, as indicated in Figure 7. A comparison between the volumes of a 
straight cylinder containing the track and the "sinuous" cylinder surrounding 
the track indicates the significant advantage to be achieved at any rate in 
principle. 

In order to achieve the necessary patient movements in three dimen­
sions, the existing arc-therapy couch was first motorized in collaboration 
with Sierex Ltd. This entailed the addition of three motors to control the 
couch's motion in the x, y, and z directions, the x direction being along rails 
on the floor. The y and z movements were controlled by an electromechanical 
system, as indicated in Figure 8. A length of brass rod, bent into the shape of 
the required three-dimensional path, was attached to the couch. A ring with 
four quadrant contacts was placed over the rod and clamped to a fixed floor 
stand. Then, while the couch tracked along in the x direction, the ring 
contacts activated the y and z movement motors during contact, so that the 
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Figure 7. Irradiation of the sinuous track. Diagram illustrates reduction in volume needed to 
enclose such a track by the lateral and vertical displacement of the patient while being 
"tracked" along. 
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Figure 8. The "tracking" principle, using a metal rod bent to the shape of the track. 
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Figure 9. The "tracking" couch, illustrating the bent metal rod passing through the ring of 
contacts. The dose distribution indicates the displacement of the high-dose zone from the axis of 
arcing (Green, 1959). 

rod passed through the fixed ring, and hence, the high-dose zone followed a 
parallel track in the patient. Figure 9 illustrates the equipment itself. In order 
to bend the rod to the correct shape, its projection had to be correct in both 
the y and z planes, as indicated by lines drawn on lateral and AP radiographs, 
respectively, allowing for magnification. 

Before describing the achievement of uniform dosage along such a 
relatively simple track, one with a nearly circular cross section, it is worthy of 
note that even in 1959, Green envisaged variations in the cross section of the 
high-dose zone as one proceeded along the tack. Thus, in his paper to the 
Royal Society of Medicine, Green(4) included two proposed oval-shaped dose 
contours of narrow depth for treating para-aortic nodes just in front of the 
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kidneys and behind the mass of gut. They could be achieved by combining 
two 800 arcs from a cobalt-60 unit or better still from a 4-MeV linear 
accelerator. Generally, he proposed the application of appropriate predeter­
mined shapes. However, the application of these concepts, even for a cobalt-60 
unit, had to await the development of the Mark II machine, as discussed in 
Sections 4.5 and 5. 

3.3. Achieving Uniform Dosage along the Track 

3.3.1. INTRODUCTION 

It will be appreciated that when the track lies at a greater depth, the dose 
rate will be less than when the track is shallower, and hence, the track will have 
to spend more time in the beam to receive the same dose. Other problems 
include the dosage falling off at the end of the track. In consequence, a full 
computational and measurement program, including the use of small 
ionization chambers and film emulsions in phantoms, was undertaken. 

Briefly, the dosimetry can be summarized under four headings as 
follows. 

3.3.2. DERIVATION OF THE DOSAGE DISTRIBUTION AT EACH 
OF A SERIES OF SECTIONS AT SELECTED INTERVALS 
ALONG THE TRACK 

One has to know (1) the axial and maximal dose rates, (2) the 
displacement if any in the y and z directions of the maximum dose point from 
the track axis, and (3) the coverage of at least the 80% and 50% dose 
contours. An example is shown in the inset in Figure 9. 

The sectional dosimetry is simply an extension of that needed for arc 
therapy. The displacement of the maximum dose point from the beam axis 
will need to be taken into account in the setting-up procedures. 

3.3.3. MAINTAINING THE DOSE TO THE ENDS OF THE 
TRACK COMBINED WITH A SHARP FALL-OFF 
BEYOND THEM 

The solution adopted is shown in Figure 10, which entailed using lead 
rubber at the track ends and reducing the tracking speed at the ends in order 
to compensate for the reduction in field width when crossing the rubber. 
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Figure 10. Maintaining the dose to 
the ends ofthe track, combined with 
a sharp decrease beyond them. 
Example of measured data. 
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3.3.4. COMPENSATION BY VARIATIONS IN TRACKING 
SPEEDS FOR V ARIA TIONS IN SECTIONAL DOSE RATES 
ALONG THE TRACK 

By tracking at a series of speeds that are inversely proportional to the 
maximum sectional dose rates, the integrated dose per unit time remains 
approximately constant. The dose distribution, measured in a phantom, 
along a track of increasing depth is shown in Figure 11. 

3.3.5. RELATION OF THE SECTIONAL DOSE RATE TO THE 
DOSE PER TRACK 

This problem includes (l) variation in the dose rate across the main 
beam in the direction oftravel (x), yielding a mean effective figure of ",90% of 
the axial dose rate, independent of depth, providing the track length is at least 
double the field length; (2) the contribution of scattered radiation outside the 
beam, which depend on the track length and depth, and · field size. Experi­
mental data was acquired for these factors, as illustrated in Figure 12. 

3.4. Practical Application of the Tracking Technique 

Taking seminoma of the testis as an example, arteriographs were taken 
and used to determine the position of the nodes, and then the track 
dimensions and settings were determined. Figure 13 illustrates in a single 
combined chart the essential physical data required for "programming" the 
patient's treatment. This chart consists of (1) the positions, marked A, B, C, D, 
and E, at which the patient's shape was measured and drawn for sectional 
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Figure 11. Compensation, by variation in tracking speed, for variations in sectional dose rates 
along the track. Example of measured data. 
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Figure 13. Program chart for the practical application of a particular tracking treatment 
(seminoma of the testis). 

calculations; (2) the maximum dose rates applicable to each section alone; (3) 
the tracking speed and corresponding dial numbers, selected to compensate 
for variation in the sectional dose rates as calculated in 1; (4) the register 
readings at which changes in dial (i.e., speed) numbers are made either 
manually or preset (automatically); (5) essential reference points and 
measurements required for setting up the patient in the treatment position. 

A series of patients were treated with this equipment, later referred to as 
the Mark I tracking unit in view of its successors (see Section 4). The project 
was presented at the Ninth International Congress of Radiology in Munich 
in 1959 (Green, Jennings, and Christie(8». 

4. STEPS TOWARD AN IMPROVED TRACKING 
MACHINE, 1960-1965 

4.1. The Need for Penetrating Radiation 

Based on the experience gained with the Mark I model, a new machine 
was planned by Green and Jennings. It had long been envisaged that a higher 
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energy radiation source would be used in order to achieve higher percentage 
depth dose distributions, and although a linear accelerator would provide 
minimal penumbra, a cobalt-60 gamma ray unit with a large source was 
adopted as the next step, in view of its advantage in terms of reliability and 
cost at the time. TEM Instruments was approached with a view to adapting a 
forthcoming model, a Mobaltron 100, to the tracking technique. 

4.2. Developing an Improved Control System 

G. R. Fulker ofTEM Instruments devised a "profile-follower" technique, 
employing photo-electric cells, which operated servo motors to control 
the various parameters. Thus, to control the y and z movements of the couch, 
the former bent metal rod was replaced by two profiles, the black on white 
edges corresponding to projections of the rod in the two planes. These 
projections are, indeed, the information provided by AP and lateral 
radiographs directly if account is taken of the enlargement factor. Figure 14 
illustrates the principles of the system. 

Similar profiles, also controlling servo motors, could be used to control 
the tracking speed in the x direction and, by motorizing the diaphragm 
system, both the y and z field dimensions. The latter variables were needed to 
reduce the field length at the ends of the track (to maintain the dose at the 
ends, as before) and to vary the track width if necessary as one progressed 
along the track. 

In order to apply the sy.stem, the preceding five control profiles would be 

Figure 14. Application of the tracking principle by using profile followers. The profiles are 
derived from the patient's radiographs, and the couch movements are controlled by servo 
motors. 
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Figure 15. Diagram to illustrate a patient chart containing five control profiles for the para­
meters indicated (see also Figure 22). 

prepared and mounted as a single patient chart, as indicated in Figure 15, and 
the chart itself would progress in the machine console at the same rate as the 
couch progressed in the x direction. 

4.3. An Appeal for Funds for the Tracking Cobalt Project 

By 1963, it had become clear that the realization of the Mark II machine 
depended on a major injection of funds, and a Public Appeal was duly 
launched for some £50,000 with the enthusiastic support of a committee of 
prominent people chaired by Sir Bracewell Smith, a former lord mayor of 
London. The vice chairman was Viscount Bearsted, and other members 
included Sir Ralph Richardson, the actor, and J. R. McNeill Love, an eminent 
surgeon. Numerous fund-raising functions were held, including an all star 
Sunday charity show at a London theatre, a major reception with the Lord 
Mayor of London, the sheriffs of the city of London and the mayors and 
mayoresses of all the metropolitan boroughs of London,· and a large-scale 
darts tournament (for the Bray Cup) in the pubs of North London. Perhaps 
the peak event was a major carnival in the streets of Islington, the London 
borough where the Royal Northern Hospital was located (see Figure 16). The 
necessary funds came in at a steady pace, and work on an improved machine 
continued. 

• This was at 8 p.m. on 22 November 1963, and was sadly interrupted by an announcement of 
President Kennedy's assassination. 
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Figure 16. Fund raising for the Tracking Cobalt Project (1964). 

4.4. Consultations and Study-Tour 

W. A. Jennings 

Numerous consultations with experts within the United Kingdom were 
held, and it was also decided to undertake an extensive study-tour in the 
United States, visiting various centers of excellence, and in particular the 
Leahy Clinic, where alternative conformation therapy techniques were 
known to be under development (see Section 6). 

4.4.1. TECHNIQUE AND DOSIMETRY FACETS 

The centers in the United States visited in 1964 by the author 
are listed in Table 1. In 12 of these 14 centers, a symposium was held 
regarding the project in order to invite comment. Various types of moving­
beam techniques were seen and studied in some departments (centers 4, 5,6, 
and 9); dosimetry techniques using digital computers (centers 1,5, and 6) and 
analogue computers (centers 6, 7, and 9) were also studied. Measurement 
techniques and phantoms were discussed; in particular, the new Alderson 
Rando phantom developed at center 6 (Alderson et alY 9») was of direct 
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Table 1. Study-Tour, U.S.A., April-May 1964 

Center 

1. Memorial Hospital and Sloan-Kettering Institutea 

2. Grace-New Haven Hospitala and Yale University 
3. Massachusetts General Hospitala 

4. Leahy Clinic-Massachusetts Institute of Technologya 
5. Princess Margaret Hospital and Ontario Cancer Institutea 

6. University of Chicago clinics and Argonne Cancer Research Hospitala 

7. University of Illinois Medical Centera 

8. Michael Reese Hospital 
9. Veterans Administration Research Hospitala 

10. University of Pennsylvania Medical Center" 
11. University of Maryland Medical Center" 
12. Johns Hopkins University Hospitala 

13. University of North Carolina Medical center} a' • 
.., Jomt 

14. Duke Umverslty Hospital 

21 

City 

New York 
New Haven 
Boston 
Boston 
Toronto 
Chicago 
Chicago 

Chicago 

Chicago 
Philadelphia 

Baltimore 
Baltimore 
Chapel Hill 
Durham 

a Denotes an address given (by W.A.J.) for a prearranged symposium on the subject of "tracking." 

interest, and such a phantom was subsequently acquired for the project. 
From the diagnostic standpoint, the current development of scanning isotope 
machines at several centers (1, 3, 5,6, 10, and 12) was of immediate interest 
also. 

4.4.2. CLINICAL FACETS 

While the author studied the technical and dosimetry facets of work 
related to the project, Green engaged in wide-ranging consultations at these 
centers with a view to determining the lines of spread of malignant cells from 
primary growths, along lymphatic pathways, in relation to the possibility of 
irradiating such tracks with accuracy. Indeed, his travels were even more 
extensive, encompassing additional centers in Washington, Detroit, Houston, 
San Francisco, and Seattle, together with several cities in Canada and a 
separate visit to Scandinavia. 

Green's approach entailed requests to senior radiotherapist colleagues 
for recommended contacts with surgeons possessing vast experience in 
particular diseases who were known to be keen observers at operations. 
Cross-questioning such nominat~d surgeons led to surprising uniformity in 
information on specific situations in the body, confirming that the lymphatic 
spread along normal anatomical channels was, indeed, generally predictable. 
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Such an approach was more valuable than postmortem evidence, when the 
disease will be more widespread. It was agreed that the results of both 
surgically extirpating nodes involved in squamous carcinoma, and also large­
field radiotherapy, were poor. It was also agreed that the high localized dose 
achievable by the "tracking-cobalt" technique should prove effective, at the 
same time minimizing radiation complications and damage to surrounding 
normal tissues. Lymphangiography and vascular studies were also seen and 
studied at many centers, and the radiotherapists were satisfied that they 
would serve to localize the lymph nodes with sufficient accuracy. Indeed, the 
persistence of contrast medium in lymphatics is a direct help in precisely 
placing beams in the tracking technique. Work done at the Royal Northern 
Hospital suggested that in some instances, lymph node tracks may be related 
to bony structures with a reasonable degree of accuracy, irrespective of 
variations in superficial fatty tissue, which would make localization simpler 
(Green(10)). 

4.5. The Need for Elliptical Dose Contours 

For carcinoma of the cervix, the position of the nodes that may require 
treatment can be located on a series of anatomical cross sections, taken at 
intervals along the line of spread. Figure 17 illustrates the high-dose zones 
needed at three positions along the track to be irradiated, and it became 
apparent that the former technique producing essentially circular dose 
contours at a section would not be optimal. As a consequence of this study, it 
was decided to aim at producing elliptical dose contours of varying 

ABC 

ABC 

GOG) 
Cross sections 

Figure 17. The need for elliptical dose contours of varying dimensions, eccentricities, and 
orientations (spread from carcinoma of the cervix). 



The Tracking Cobalt Project 23 

dimensions, which would entail introducing additional machine-control 
parameters. 

5. DOSIMETRY AND TREATMENT PLANNING FOR THE 
MARK II TRACKING MACHINE 

5.1. Achieving Elliptical Dose Contours-the Approach Adopted 

By mid-1964, it had become clear that elliptical dose contours would 
have a significant advantage over circular contours as an objective in 
sectional distributions for the tracking technique. Moreover, such ellipses 
would have to have varying dimensions, eccentricities, and orientations, 
depending, for example, on the position of the nodes to be encompassed. 

Such an objective could be achieved by further elaborating the machine 
design already under development. Thus, arc irradiation can produce an 
elliptical dose distribution by varying the field width and/or the angular 
velocity during the revolution. It was decided to alter both of these 
parameters simultaneously, at set positions during an arc, as illustrated in 
Figure 18. Further, in order to provide adequate flexibility with respect to the 
eccentricity and orientation of the dose contours, the angular positions where 
field width and angular velocity changed, and the position of the oscillation 
axis, also required preset facilities, as shown in Figure 19. 

In order to render these additional parameters amenable to control by 
profiles and servo motors, as for the already incorporated parameters, Fulker 

Change in 
field size 

Figure 18. Achieving elliptical dose con- and 
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--



24 

Change in 
arcing angle 

Change in 
oscillation axis 

W. A. Jennings 

Figure 19. Other parameters determining 
the eccentricity and orientation of ellip­
tical dose contours (see also Figure 18). 

(of TEM Instruments) adopted a "ratio" approach. Thus, the arcing speed 
ratio was a setting for the relative angular velocity in the respective sectors (i.e., 
"slow/fast" in Figure 18). The "arcing field size" ratio was the ratio in the res­
pective field widths in the sectors (i.e., 3 and 6 cm in Figure 18), and the "arcing 
angle" ratio was the ratio of the sector angles. All these ratios could be varied 
from 1: 1 to 1 :4. With a setting for the orientation of the oscillation axis, and 
one for opening and closing the shutter, an additional five parameters were 
added to the five parameters formerly required, as shown in Figure 15 
(Section 4.2). Thus, a second patient chart was needed, which would also 
progress in the machine console at the same rate as the couch progressed in 
the x direction. Figure 22 (Section 8.1) illustrates one of the two patient 
charts in the console. 

5.2. Sectional Dose Computations 

In view of the number of dose distributions, and the number of variables 
entailed, it was decided to make use of the then newly available Elliott 
Medical Automation radiation treatment planning service at University Col­
lege Hospital, due to 1. S. Clifton. Arc irradiations were simulated by summing 
a series of fields at 10° intervals over the required angles of oscillation. Changes 
in field size could be inserted and weighting factors used to allow for changes 
in arcing speed. A number of studies were carried out; for example, it was 
shown that the shape and dimensions of the 80% elliptical contour was 
relatively insensitive to its orientation, or the patient cross section, and its 
accuracy was confirmed by experimental data (see Section 5.3). 
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5.3. Sectional and Track Dose Measurements 

An Alderson multisection Rando average-man phantom (Alderson et 
al.(19» was purchased, and an experimental measurement program was 
conducted at two other centers in the United Kingdom, in view of the absence 
of a cobalt-60 machine at the Royal Northern Hospital. 

Two approaches were adopted: one, using small ionization chambers; 
and the other, using film dosimetry, with both methods employing the new 
phantom. At St. Bartholomew's Hospital, with the collaboration of G. S. 
Innes, a cobalt-60 unit was used for both sectional-distribution studies with 
complex arc irradiations, and also for straight-line tracking, the treatment 
couch being motorized for the latter movement only. The ionization chambers 
were used to make comparisons with film dosimetry in a single plane, the 
latter facilitating multiplane measurements. A visit was also made to Norfolk 
and Norwich hospital with the collaboration ofC. M. Pennington, to measure 
static beam and simple arc distributions, since the first Mobaltron 100 
machine had recently been installed there. Dosimetry techniques relating to 
film dosimetry were studied at University College Hospital and the Royal 
Marsden Hospital. 

5.4. Track Dosage 

By selecting certain sites, such as carcinoma of the cervix, preliminary 
but detailed studies were undertaken to assess the dose distribution along the 
tracks. The tracks were divided into 2.5-cm lengths, and distributions were 
first derived for each cross section. The relative arc speeds needed to 
complete a sectional distribution had to be coordinated with the tracking 
speed, and the latter depended on the dose rate. The field length used was 
5 em, so that the sections tracked, and contributions from one section to the 
next, had to be estimated as well as the scatter from outside the primary 
beam. In practice, these effects tended to smooth out the distributions a little 
and called for film and ionization chamber measurements to confirm the 
estimations. 

It will be appreciated that these studies were of a preliminary nature and 
a full measurement program would have to await the installation of the Mark 
II machine itself. Moreover, more comprehensive computational techniques 
would be needed for three-dimensional planning and, indeed, were soon to 
appear, particularly from Van de Geijn.(20.21) The dosimetry program 
following installation is summarized in Section 8. 

The necessary funding continued to come in from the public appeal and 
the machine design was finalized, and the whole approach was presented to 
the First International Conference on Medical Physics in Harrogate and to 
the Eleventh International Congress of Radiology in Rome, both in 1965 
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(Jennings(9»). At the same time, Green made a short contribution to Nature 
explaining the principles of tracking radiotherapy (Green(10»). 

6. ALTERNATIVE APPROACHES TO CONFORMATION 
THERAPY UNDER PARALLEL DEVELOPMENT 
ELSEWHERE-SYNCHRONOUS BEAM-SHAPING AND 
SHIELDING 

The prime purpose of the present contribution is to discuss the 
development of the tracking technique, but no discussion relating to 
conformation therapy would be complete without some reference to the most 
significant parallel developments to this end in other centers. Owing to the 
sheer complexity of such programs, very few centers chose to engage in major 
efforts beyond the use of wedge filters and special arc techniques. 

However, workers in Boston in particular were enthusiastically develop­
ing various devices, used synchronously with moving-beam techniques, for 
beam-shaping and shielding in the treatment of a series of sites. In the late 
1950s, the team constituted K. A. Wright, B. S. Proimos, and J. G. Trump 
from the Massachusetts Institute of Technology (MIT), working in coopera­
tion with M. I. Smedal, D. O. Johnson, and F. A. Salzman at the Lahey 
Clinic in Boston (Wright et al.(22»). Indeed, during the study tour 
undertaken by Jennings and Green in 1964, this center was visited and its 
work was discussed in detail with Wright and Trump at the clinic (Section 
4.4). Moreover, one member in particular of the initial team, B. S. Proimos, 
who returned to his native Athens in 1961, developed a series of ingenious 
devices during the 1960s aimed at conformation therapy, which he described 
in a series of papers in the journal Radiology and then exhibited at the 
International Congresses of Radiology in Montreal in 1962 and Rome in 
1965 (Proimos(23-28»). 

Parallel work continued at the Leahy Clinic in Boston (Ilfeld et ai.(29), 
and, indeed, in the late 1970s, Boston became a center for computer­
controlled radiotherapy, this time at the Harvard Medical School, with a 
team comprising M. B. Levene, P. K. Kijewski, L. M. Chin, B. E. Bjarngard, 
and S. Hellman (see Section 10). 

Returning to the work initiated at the Leahy Clinic in cooperation with 
MIT, the objective was twofold: firstly, to shape the field by interposing 
sufficient thicknesses of absorbant material within the beam cross section (in 
addition, the beam could be intensity modulated by filters to adjust for 
variations in the anatomical thickness); secondly, to shield certain radiation­
sensitive regions within the field. Using rotation techniques, both objectives 
were accomplished by rotating the appropriate absorbers in synchronism 
with the rotation of the patient, by either mechanical linkage for horizontal 
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beams or through gravity-orientation in arc techniques. Sites treated 
included the breast and chest wall with protection for the spinal cord, the 
thyroid with protection for the back of the neck, lymphomas with protection 
for the lungs, seminomas with protection for the kidneys, the head with 
protection for the eyes, and the uterus with protection for the bladder and 
rectum. 

To illustrate these techniques, Figure 20(a) and 20(b), taken from one of 
the papers by Proimos,(2S) illustrates a gravity-oriented shaping device, and 
Figure 21(a) and 21(b), taken from a later paper by Ilfeld et al.,(29) illustrates 
an elaborate set-up for irradiating advanced cervical carcinoma, including 
shielding devices. 

A discussion of alternative approaches to conformation therapy in the 
1960s must also include a reference to the work of S. Takahashi and his 
colleagues at the University of Nagoya in Japan. Takahashi(30.31) intro­
duced the concept of variable multileaf collimators for use with a cobalt-60 
rotational unit. The diaphragm system was controlled by multileaf cams 
within the cobalt unit head that could vary the field shape synchronously 
with the rotation. Thus, a sinuous track could be followed correctly in 
projection and its entire length irradiated at the same time. This approach is 
an alternative to the basic tracking technique but will also entail elaboration 
if variations in cross section and dose rate along the track length are to be 
taken care of (see also Section 10). 

One further facet warrants mention here-the use of moving couches for 
irradiating long fields to avoid the problems of joining a series of short fields. 
Such techniques have been described (Bohndorf and Harder(32» and may be 
regarded as a restricted form of tracking. 

7. CONSTRUCTING AND INSTALLING THE MARK II 
TRACKING MACHINE, 1965-1970 

A number of events relating to the Tracking Cobalt Project influenced 
its progress during the five years following its presentation at the Rome 
Congress in 1965 (Section 5.4). While the machine was under construction at 
TEM Instruments in Crawley, both its intended location and its prime 
movers were subject to change. 

As a consequence of reorganizing radiotherapy services of the National 
Health Service in North London, where some centers were to be combined 
with others, the radiotherapy department at the Royal Northern Hospital 
was to be phased out and patients treated elsewhere. However, in view of the 
unique nature of the tracking cobalt machine then under construction, it was 
agreed that it should be installed in a nearby center, the Royal Free Hospital 
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Figure 20. Synchronous beam shaping during rotation therapy (Proimos, 1963). (a) Two 
cylindrical absorbers, oriented continuously by gravity, are shown in the four vertical and 
horizontal beam positions, (b) Cross section by the vertical StS2S3S4' The beam width is 
continuously changed by the gravity-oriented cylinders to fit the width of the tumor. 
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Figure 21. Synchronous shielding and field shaping for rotation therapy of advanced cervical 
carcinoma (Ilfeld et al., 1971). (a) Oblique view of patient and equipment. The horizontal beam is 
modified by the field-shaping absorbers to produce the continuously irradiated volume CIV. 
Absorbers for synchronous shielding protect portions of the small intestine J, the bladder B, and 
the rectum R. (b) Dose distribution for three pelvic cross sections. The potential tumor volume is 
within the 90% zone. The size and shape varies at different levels according to the clinical 
estimate of the tumor volume. 
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in Hampstead (North London), where a suitably shielded room would be 
built. Indeed, the machine was duly completed and installed there in 1970. 

Regarding individuals, the author (W.A.J.) left his appointment at the 
Royal Northern Hospital in 1967 to take over responsibility for the 
Radiation Dosimetry Branch, and later (1976) became superintendent of the 
Division of Radiation Science and Acoustics at the National Physical 
Laboratory, Teddington (Southwest London). However, he retained a direct 
interest in, and link (initially as chairman of an advisory committee to the 
Tracking Cobalt Project) with, the work of the Royal Free Hospital. T. 1. 
Davy took over responsibility for the physics aspects of the project and thus 
has led the dosimetry program since 1967. A. Green retired from the Royal 
Northern Hospital but continued for a while as a consultant at the Royal 
Free Hospital in the treatment of some patients on the new (Mark II) 
machine. However, responsibility for the new installation fell to D. B. L. 
Skeggs, head of the radiotherapy department at the Royal Free Hospital, and 
he became an enthusiastic supporter of the project and a primary figure in the 
later development of the Mark III machine (see Sections 8 and 9). 

The final Green-Jennings direct presentation relating to the project was 
entitled the Tracking Cobalt Method or Programmed Three-Dimensional 
Irradiation, delivered at the Second Congress of the European Association of 
Radiology, Amsterdam, in 1971 (Green and Jennings(33)). 

8. COMMISSIONING AND USING THE MARK II 
TRACKING MACHINE, 1970--1975 

8.1. The Tracking Cobalt Unit 

As introduced in Section 5, the tracking cobalt unit (TCU) is a specially 
modified Mobaltron 100, fitted with servo systems that enable various 
tracking parameters to respond automatically to program plates, or patient 
charts, inserted in the control desk. There are two such plates, one example of 
which is shown in Figure 22, each controlling five parameters, and they are 
driven forward under a bank of photocells in step with the longitudinal 
movement of the treatment couch. The program plates are made of 
translucent Perspex and illuminated from below. The value of each 
parameter is represented in analogue form as a black profile mounted along 
the appropriate area on the plate. Above each profile, a photocell is mounted 
on a point arm, and the deflection of the arm is servo controlled to keep the 
cell vertically above the edge of the black profile as the plate moves forward. 
The deflection of the arm operates a control transmitter, a potentiometer, or, 
in the case of the shutter control, a switch, and these input devices are used to 
control the machine. 
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Figure 22. One of two patient charts, containing five control parameters, inserted into the 
control desk. As the chart progresses into the console, the photoelectric cells follow the "black 
on white" profiles and operate servo motors to control the treatment machine (see also Figure 
15). 

Thus, the unit is provided with ten control channels: the distribution of 
dose within a cross section is controlled by the arcing configuration, using five 
separate channels: the outer sector angle, the outer sector arcing speed, the 
oscillation axis position, the outer sector beam width, and the inner sector 
beam width. The position of distribution in the cross section is controlled by 
two channels: the vertical and the lateral displacements. The dose is 
controlled by two channels also: the tracking speed and the beam length. The 
tenth channel controls the opening of the shutter and the treatment timer. 

8.2. Commissioning the TCD 

8.2.1. INITIAL INVESTIGATIONS 

The machine was installed at the Royal Free Hospital at the end of 1970 
and commissioned for "conventional" radiotherapy treatments by May 1971, 
since the machine can readily be used in that way. Most treatments were 
delivered on a three-times-per-week basis, making the machine available for 
tracking investigations on the other two days. The initial investigations 
comprised: (1) calibrating the various control channels; (2) devising suitable 
operating procedures; (3) measuring isodose distributions produced by a 
variety of programs; and (4) assessing the reliability and convenience of the 
machine. 
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The program was undertaken by T. 1. Davy and his colleagures, and 
by 1972 a report was prepared for the Tracking Cobalt Project Advisory 
Committee, recommending certain modifications to the machine. With the 
help of TEM Instruments, these improvements were put into effect with a 
view to commencing patient treatments in selected sites. 

8.2.2. TREATMENT PLANNING 

Localization, entailing AP and lateral radiographs, is necessarily more 
complex than in conventional treatments because a series of views is 
necessary along a track to avoid distortion due to beam divergence. A series 
of patient contours, with reference lines to take care of relative displacements, 
are needed, and related to setting-up procedures. 

Initially, each section is considered as a separate dose distribution within 
its contour. A number of publications then available provided useful data 
regarding the optimal placement of arcing axes for cobalt-60 irradiation (e.g., 
Turner et al.,(34) Tsien et alPS)). However, the enhanced scope provided by 
the additional control parameters necessitated a thorough study by both 
calculation and measurement if the full advantages of TCU were to be 
realized. This approach is discussed in a paper entitled Conformation 
therapy using the tracking cobalt unit by T. 1. Davy, P. H. Johnson, R. 
Redford, and 1. R. Williams,(11) published in 1975. 

In the same paper, Davy et al. discuss achieving a prescribed dose along 
the track. This depends on the combination of beam length and tracking 
speed, with a short beam length required if there is much variation in the 
tumor geometry along the track. Then, to calculate the dose at a point on the 
track, it is necessary to integrate the cross plot of the beam over the length of 
the track. The paper(11) should be consulted for a discussion of this 
computation. 

Having decided on the parameters at each contour level, it is necessary 
to decide how to change them between successive levels, generally by steps, 
though the positional changes can be made continuously. The photo-cell 
deflections required to produce a particular value of a parameter can be 
found from previously measured calibration graphs and program plates 
prepared. 

8.2.3. PROGRAM VERIFICATION 

The dose distributions produced by each tracking program are checked 
by measurement using the Alderson phantom,(19) which provides for 
sectional distributions at 2.5-cm intervals. This can be achieved using Ilford 
N4E50 line film, which was found to have a response sufficiently linear up to 
a dose of 1 gray (100 rad) for cobalt-60 gamma rays. For doses in excess of 
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this amount, brass attenuators can be used to reduce the dose without 
significantly distorting the distribution. Each film is individually calibrated 
in terms of dose by using TLD microrods (4% LiF in Teflon). Differences in 
shape and size of the patient and the phantom are found to have little effect 
on the dose distribution, but the dose itself will require correction. This can 
be done by applying calculated tissue-air ratios for the respective cross 
sections. 

8.3. Examples of Treatment Applications 

8.3.1. PARTIAL OR COMPLETE USE OF TRACKING 
FACILITIES 

It will be appreciated that the original motivation for developing the 
tracking technique was the irradiation of lines of spread along sinuous 
pathways, which requires using all the tracking control parameters. However, 
the versatility of the Mark II machine lends itself to restricted use by 
conventional multifield or simple arc treatments as well as to various degrees 
of elaboration. Thus, to treat a short target volume of elliptical cross section, 
introducing variable beam width and arcing speed facilities alone may suffice. 
On the other hand, the longitudinal couch movement alone will be 
appropriate in some cases. An example of the latter was the treatment of a 
patient with acute lymphoblastic leukemia, for which the TCU was employed 
to treat a 42-cm length of spine, using lead blocks at the end of the field to 
define the end of the treated zone. This is possible when the arcing facility is 
not required. 

In general, when the volume to be treated is irregular, or at a variable 
depth from the surface, the use of most of all the control parameters will be 
needed to optimize the distribution. For example, in treating a patient with 
Hodgkin's disease, a complete tracking technique was used to treat a 25-cm­
long volume covering the lymph nodes in the mediastinum, with a sharp cut­
off in dose at the superior end of the track but tapered off at the inferior end. 

In addition to the original aim of treating sinuous lines of spread, the 
Mark II machine now encompasses the broader objective of "conformation" 
therapy. The following examples, taken from the paper by Davy et ai.,(11) 

illustrate the degree of conformation that can be achieved by the TCo. 

8.3.2. CARCINOMA OF THE ESOPHAGUS (LOWER HALF) 

This is an example of the type of tumor that is well suited to the tracking 
technique. The tumor is curved in the sagittal plane, and the volume has a 
fairly small cross section. Multifield treatments or conventional arcing 
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Figure 23. A tracking-dose distribution for 
treating the esophagus (Davy et al., 1975). 
The dotted line shows the tumor volume. 
(a) Lateral distribution. (b) Transverse sec­
tion at midpoint of the tract at level Th 10. 

methods would have caused an unnecessarily large volume of healthy tissue 
to be irradiated at a high dose in order to cover the whole tumor volume. 
Figure 23(a) shows a lateral view of the isodose distribution, and Figure 23(b) 
shows the distribution in the central transverse plane achieved by the TCU. 

8.3.3. CARCINOMA OF THE RECTUM 

The unconventional technique used in this case was chosen to achieve 
good palliation in spite of the patient's severe ulceration colitis. The tumor 
was a cylindrical volume, but its axis was inclined at approximately 45° to 
both the vertical and horizontal planes. If conventional arcing methods had 
been used, the surrounding bowel would have been irradiated at unaccept­
ably high dose. A tracking technique was therefore prescribed, and AP and 
lateral views of the isodose distributions are shown in Figure 24(a) and 24(b). 
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Figure 24. A tracking-dose distribution for 
treating the rectum (Davy et ai., 1975). The 
dotted line shows the tumor volume. 
(a) Anteroposterior distribution. (b) Lat­
eral projection. 
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9. DEVELOPING AND COMMISSIONING THE MARK III 
TRACKING COBALT MACHINE, 1975-1980 

9.1. Limitations of the Mark II Machine 

Some 50 patients were treated on the Mark II machine. However, 
though successful in achieving its objectives, the TCU, with its analogue 
control system, proved fairly demanding in practice. The advent of the 
computer provided the opportunity to design a computer-controlled system 
that would be easier to use and also much more versatile. Moreover, many 
additional safety features could be introduced. In the TCU, the treatment 
program was stored in the form of profiles on the two plates in the control 
unit, and they advanced in synchrony with the treatment couch; in 
consequence, the couch had to progress in order to change the value of 
certain parameters. In the computer-controlled approach, the same machine 
parameters can be used to control the dose distribution, but the values can be 
changed with time, thereby conferring greater flexibility on the control 
system. For example, this permits using the machine under computer control 
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for both tracking and conventional treatments. When the machine is set up 
for a multifield treatment, the patient has to be set up only once, because the 
machine will proceed automatically to treat a succession of fixed fields. 

9.2. Developing the Mark III Tracking Machine 

The team at the Royal Free Hospital, comprising D. B. 1. Skeggs 
(radiotherapist in charge), H. S. Williams (head physicist at the Royal Free 
Hospital), T. J. Davy (physicist in charge of the Tracking Cobalt Project), 
were joined by 1. A. Brace, a computer expert, to develop the computer­
controlled tracking cobalt unit (CCTCU) in collaboration with TEM 
Instruments, which had built the Mark II machine (TCU). TEM Instruments 
designed the Mark III machine according to the Royal Free Hospital's 
requirements, which were based on experience gained with the analogue­
controlled unit (Mark II). 

The CCTCU is a standard TEM MS 90 unit, modified so that it can be 
used either manually or under computer control. In addition, drives for 
lateral and longitudinal couch movements were added, and both rate and 
position of the longitudinal motion can be controlled. A computer interface 
was incorporated, and some ten parameters were put under computer 
control: shutter, collimator X, collimator Y, collimator rotation, gantry 
rotation, head rotation, couch height, couch lateral movement, couch 
longitudinal movement, and floor rotation. The gantry rotation and couch 
longitudinal movements are controlled at either a set speed or a set position. 
The computer also reads the values of these ten parameters, the number of 
filters inserted, and the angle of rotation of the couch top around the 
suporting arm. 

The CCTCU is controlled by a series of instruction groups or control 
vectors, each of which describes the next desired position, speed, and shutter 
state. A computer program reads each control vector from a disk file and 
translates it into a series of "words" that are then sent to the cobalt unit. 
Having issued a "move" instruction, the computer monitors the position and 
state of the cobalt unit every tenth of a second, thus checking when a set of 
instructions has been obeyed and also detecting any malfunctions of drive 
that necessitate terminating the treatment. The initial computer system 
adopted was a Hewlett-Packard System 1000 Model 30 minicomputer with 
peripherals, used together with a suite of user programs and a set of operating 
and test procedures. 

9.3. Treatment Planning by Computer 

While the CCTCU was under development, parallel work was under way 
at the Royal Free Hospital to introduce computer-aided treatment planning, 
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since here, too, existing procedures for three-dimensional techniques were 
proving very time consuming. Van de Geijn(20,21, 36) had described programs 
for three-dimensional isodose computations, and cooperation was es­
tablished with the Department of Clinical Physics and Bioengineering in 
Glasgow to pursue this approach. Initially, this system proved very helpful, 
but it was later superseded by alternative developments. 

9.4. Funding, Constructing, Installing, and Commissioning the CCTCU 

In order to proceed with the Mark III tracking machine, the necessary 
funding was sought from, and provided by, the Department of Health and 
Social Security, the Imperial Cancer Research Fund, and the Cancer 
Research Campaign. A Rad-8 planning system was generously lent by 
International General Electric (and previously by EMI Medical). A new 
shielded room was built at the Royal Free Hospital, the machine was 
constructed at TEM, installed in 1979, and commissioned for treatment in 
1980. 

This new facility and its use were described by Davy and Brace(37) in a 
paper presented at the Annual Congress of the British Institute of Radiology 
in 1979 and in two papers that Brace(38) and Davy(39) presented to the 
International Symposium on Fundamentals in Technical Progress, Liege, 
also in 1979. 

After commissioning, a progress report on the tracking cobalt project 
was published in 1981 by the team from the Royal Free Hospital, Brace et 
al.(12); this described the complete computerized treatment system, treatment 
planning procedure for the tracking technique, treatment procedure, and 
some clinical indications of conformation therapy. The computer facet of the 
technique was also described in another paper by Brace et al.(40) 

9.5. Clinical Indications of Conformation Therapy 

In the preceding progress report (Brace et al,u2», Skeggs stresses that in 
addition to its superiority over conventional fixed field techniques in treating 
tumors that are irregular in shape, awkwardly oriented, or tortuous, the 
CCTCU is also able to treat long volumes at the normal SSD, e.g., 
medulloblastoma, since the length that can be treated is limited by only the 
extent of the longitudinal couch movement. 

Sites that are especially suitable for treatments by the CCTCU are: 

1. Tumors in the neck, such as carcinoma ofthe thyroid or carcinoma of 
the upper third of the esophagus, where the disease plunges down in 
the mediastinum at a very sharp angle. 

2. Gynecological tumors extending upward from the pelvis to involve 
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the para-aortic chain, which can, using this sytem, be treated in 
continuity with a significantly increased dose. 

3. Medulloblastoma and other such tumors, which necessitate irradia­
tion of the hind brain and the whole of the spinal axis. 

In short, tumors at any site that run a tortuous course and can now be 
specifically demarcated with the aid of a computer-assisted tomographic scan 
are ideally suited for treatment with this system with a greatly improved 
prospect of success. 

9.6. Examples of Dose Distributions Achieved with the CCTCU 

The following three sets of isodoses, taken from a paper by T. J. Davy,(39) 
demonstrate the ability of the new machine to achieve conformation therapy 
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Figure 25. A tracking-dose distribution for treating the esophagus (Davy, 1979). The dashed line 
shows the tumor volume. (a) Lateral distribution. (b) Anteroposterior projection. 
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Figure 26. A tracking-dose distribution for treating the bronchus (Davy, 1979). The dashed line 
shows the tumor volume. (a) Anteroposterior distribution. (b) Lateral projection. 

in three dimensions. These examples are related to treatments of the 
esophagus [Figure 25(a) and 25(b)], the bronchus [Figure 26(a) and 26(b)], 
and bilateral pelvic nodes [Figure 27(a) and 27(b)]. In each instance, the 
dashed lines indicate the tumor volume. 

9.7. Recent Developments 

Problems in three-dimensional dose computations continue to engage 
the attention of Davy, who presented a discussion on the subject to the 
Fifteenth International Congress of Radiology in Brussels in 1981.(41) Two 
basic techniques are considered-one where an arcing technique is used and 
the other where a number of linear tracks are performed with the source 
stationary. The use of various control parameters in controlling the shape of 
the high-dose volume, the dose distribution along the tumor axis, and at the 
ends of the track, are considered in detail. 

The techniques described are equally applicable to linear accelerators, 
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Figure 27. A tracking-dose distribution 
for treating bilateral pelvic masses 
(Davy, 1979). The dashed line shows 
the tumor volume. (a) Anteroposterior 
distribution. (b) Lateral projection. 

and the higher outputs and smaller source size should result in shorter 
treatment times and a higher degree of conformity. 

On the clinical side, Skeggs(42) also presented a paper to the Fifteenth 
International Congress of Radiology in Brussels in 1981, describing how the 
Mark III machine could lead to reductions of up to 70% in irradiated 
volumes for tumors with tortuous shapes, hence making higher doses 
possible (e.g., esophagus, advanced pelvic tumors). In addition, the crucial 
importance of computer assisted tomographic scanning in treatment planning 
was stressed. 
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The present discussion on the evolution of the tracking cobalt project 
since its conception concludes at this point, leaving it to Davy and Brace to 
discuss the present state of the art with respect to treatment-planning 
procedures and machine control systems in Parts II and III, respectively, of 
this chapter. However, before closing, a brief reference to parallel work 
toward conformation therapy elsewhere in the late 1970s is appropriate. 

10. ALTERNATIVE APPROACHES TO COMPUTER­
CONTROLLED RADIOTHERAPY 

In 1978, Kijewski, Chin, and Bjarngard,(43) of the Harvard Medical 
School, Boston, described the installation of a linear accelerator, modified to 
allow computer control of several parameters during irradiation of a patient. 
The initial feasibility study was related to producing wedge-shaped dose 
distributions by moving collimator jaws. This was followed by a computer­
controlled simultaneous variation of a number of treatment parameters, 
using a Mevatron XII linear accelerator, redesigned for automatic control, 
and a PDP 11/45 microcomputer, as discussed by Levene et al.(44) The 
collimator has been modified to allow independent motion of each of the four 
collimator jaws, with the outer pair being able to move across the center line 
to permit asymmetric fields. Various techniques have been devised entailing 
programs where independent variables include the four collimator jaws, the 
gantry angle, the dose rate, and the couch movements. 

Parallel work has been under development in Nagoya, Japan, since it 
was first introduced there in 1961 by Takahashi.(3o,31) A recent paper (1983) 
by Takahashi et al.(45) lists some 16 references to their work on conformation 
therapy over the years employing independent collimator jaws, each 
subdivided into individual sections (up to six) along the longitudinal axis of 
the field. Thus, the field shape at each gantry angle can be made to match the 
tumor shape, and it may be asymmetrical with respect to the central axis. The 
whole system is controlled by individually fabricated cams, and computer 
programs are introduced for dose computations. 

Another center developing dynamic therapy is the Rush-Presbyterian 
Medical Center, Chicago, where A. Chung Bin has employed a Varian 
Clinac-4, modified for computer control by using a PDP 11/34 for this 
purpose. In 1979, Proimos (46) described his "shell technic," a new concept in 
rotational radiotherapy. 

Representatives from these centers in Boston, Chicago and London and 
others from Japan interested in computer-controlled radiotherapy now hold 
regular workshops, the first meeting having been in Boston in August 1981 
and the second in London in September 1982. Such meetings should expedite 
progress in overcoming treatment-planning problems and in implementing 
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procedures in commercial systems and thus make conformation therapy 
practicable in general radiotherapy practice. 
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Physical Aspects of 
Conformation Therapy 
Using Computer-Controlled 
Tracking Units 

T. J. DAVY 

1. INTRODUCTION 

As discussed by W. A. Jennings in Chapter 1-1, the term conformation 
therapy is used to denote treatments in which the high-dose volume is 
shaped in three dimensions to match the target volume. The term also 
implies controlling the dose distribution throughout this volume and the 
surrounding healthy tissue. The immediate technical objective is to minimize 
the high-dose volume in order to increase the tolerance dose; reduce the dose 
to sensitive organs, such as the spinal cord, kidneys, and lungs lying adjacent 
to the target volume; and minimize the integral dose to the patient. Such 
treatments are carried out using dynamic treatment techniques, a term that is 
used in this chapter to describe treatments employing complex beam 
arrangements that are executed by automatic machines in response to some 
stored treatment file. Such files may be stored in analogue form, as in 
treatments using synchronous shielding or in digital form in machines 
controlled by mini- or microcomputers. 
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Despite the anticipated clinical advantages, few centers are using 
conformation therapy at present. There are a number of historical reasons for 
this, including the difficulties in defining the target volume in three 
dimensions, the complexity and expense of the equipment, and the complica­
tions of three-dimensional treatment planning. Developments in computer 
technology have introduced the computerized tomography (CT) scanner into 
the hospital, simplified the automation of treatment machines, and improved 
treatment-planning systems. The time seems right for a reappraisal of 
conformation therapy methods and increased efforts to overcome treatment­
planning difficulties. 

This section describes some of the basic principles of conformation therapy 
and outlines treatment methods currently in use or being developed at the 
Royal Free Hospital (RFH). These methods are dictated by the operational 
modes of the treatment unit, and the treatment method chosen determines 
the approach to treatment planning and dose calculation. 

Conventional treatment-planning systems are, in fact, simply dose­
calculation systems that rely heavily on the expertise of the human planner to 
produce a suitable dose distributionY) For single-plane plans using a small 
number of treatment beams, planning can be carried out interactively, with 
the planner observing the dose distribution and then adjusting the position of 
the beams or changing the dose weightings from the various beams. Such 
methods are unlikely to prove successful for complex three-dimensional 
treatment plans, partly because of the number of beams and the lengthy 
computing time but principally because of the difficulty in estimating the 
effect of changing a beam configuration designed for one plane on the dose 
distribution in adjacent planes. 

In routine planning for conformation therapy at the RFH use is made of 
exposure time profiles and (absorbed) dose profiles. Although such profiles 
are only determined for the patient's superior-inferior axis at present, it is 
believed that these profiles may be usefully linked with transverse plane 
profiles to describe operations of the treatment unit in three dimensions. For 
this purpose, the dynamic treatment unit may be considered as a three­
dimensional exposure time controller, and the optimization of three­
dimensional plans may ultimately be based on machine parameters rather 
than isodose curves. 

The selection of a three-dimensional treatment plan involves considering 
the best attainable dose distribution and how it can be achieved by the 
treatment machine. Treatment-planning strategies are therefore discussed in 
terms of "thin-slice" and "thick-slice" planning for dose distribution purposes 
and in terms of a "field-by-field" or "slice-by-slice" approach to practical 
planning and machine operation. 

In order to plan a patient's treatment in three dimensions, the patient's 
geometry must be measured in three dimensions together with physical data, 
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such as electron densities needed for dose calculations. A planning and tumor 
localization procedure using a CT scanner is described. A vital part of the 
overall planning process is treatment simulation. Conventional simulators 
are unable to simulate tracking treatments and at present, it is necessary to 
rely on measurements being made on phantoms using film, TLD dosimeters, 
and other probes. An Alderson Rando phantom(2) is used for full three­
dimensional studies, but a simpler phantom is used to measure the axial dose 
profiles and thus test those parameters that control the axial dose profile. For 
measurements with the axial dose profile phantom, specially modified 
versions of the actual treatment files are used. 

Quality assurance for tracking units and other computer-controlled 
machines requires understanding the operating principles of the unit. It is 
important to appreciate that the controlling computer relies on data fed to it 
from the machine transducers and that routine physics and service tests 
should verify the accuracy of data from the machine. The simple axial dose 
profile phantom may be used as a "black box" test of the dose-controlling 
parameters. A simple unit-density phantom may be used to confirm that the 
three-dimensional plan being performed by the treatment unit is the same as 
that produced by the planning system. 

2. METHODS FOR ACHIEVING CONFORMATION 
THERAPY USING PHOTON BEAMS 

2.1. Basic Requirements for Controlling Dose Distribution in Three 
Dimensions 

In order to produce an ideal three-dimensional dose distribution in the 
patient (assuming that it is known), the treatment machine needs certain 
facilities to produce it, viz.: 

1. Perfect control of the shape of the beam cross section. 
2. Perfect control of the dose distribution over the beam cross section. 
3. Perfect control of the dose distribution in the direction parallel to the 

central ray. 

Such a machine, would, in fact, permit treatment of any tumor with a single 
beam. 

The most significant factor in controlling the shape of the high-dose 
volume is the shape of the radiation field. In this context, the term beam is 
used to denote the cone of photons emerging from the machine collimators, 
whereas the term field refers to the aggregate effect of the beam or beams at 
the target after additional shaping or combining by shielding blocks or 
machine movement. 
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The effects of beam weighting on the shape and size of the high-dose zone 
in a single transverse plane are well known and can easily be explored using 
conventional treatment-planning systems. The incident beam profile may be 
modified by using wedges or compensators. For conformation therapy, the 
dose distribution may change from one transverse plane to the next, and 
the dose weighting must be controlled along the tumor axis. Control over the 
dose distribution in a direction parallel to the central ray, however, is very 
limited. Small changes in the depth dose curve may be made by varying the 
treatment distance or the beam energy, or by adding bolus if an additional 
dose is required at the surface. 

The mantle treatment described by Walbom-Jorgensen et alP) illus­
trates a treatment in which the field shape is well controlled in the coronal 
plane by a specially cast shielding block and the axial dose distribution is 
controlled by a compensator. There is, however, little control over the dose 
distribution in the anterior-posterior direction. In contrast to this, many 
conventional treatment plans using conventional cross-fire techniques pro­
duce satisfactory dose distribution in a single transverse plane for tumors of 
simple shape. For conformation therapy, it is necessary to combine the 
features of these two techniques and achieve a greater degree of control over 
the dose distribution in the transverse plane in order to cope with target cross 
sections of complex shape. 

2.2. A Brief Comparison of Conformation Therapy Systems 

The basic requirement for conformation therapy is that the radiation 
field must match the projected tumor outline for all beam entry angles. This 
aim may be achieved by three basic methods, viz., by using multi segment 
collimators, synchronous shielding, or the tracking technique described in the 
first section. These systems are briefly compared in the following sections. 

2.2.1. MULTISEGMENT COLLIMATOR MACHINES 

Multisegment collimator machines use collimators with each width­
defining blade made up of a number of narrow "fingers," each of which can be 
moved in or out of the beam emerging from the primary collimator under the 
control of an analogue or a digital control system.(4-6) Treatment times are 
similar to those of conventional units. The resolution in terms of geometrical 
fit between the target and the high-dose volume is limited by the projected 
width of the individual segments, which is typically 3-4 cm at the isocenter. 
Treatment planning is straightforward from a geometrical point of view, and 
there are no increased collision risks between couch and patient. Wedged 
fields may be produced by collimator adjustments. The system lacks any 
inherent facility for controlling the axial dose distribution, and the maximum 
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length of target volume is limited by the available beam size as for 
conventional units. Adjacent collimator segments are interlocked to mini­
mize leakage between them. 

2.2.2. SYNCHRONOUS SHIELDING 

As described in the first part of this chapter, this system requires 
mechanical devices attached to the head of the treatment unit and in principle 
may be used with almost any supervoltage unit if there is sufficient clearance 
around the couch and the patientP-10) The exposure times are the same as 
for conventional treatments, but time is required to mount the accessories and 
construct them for each patient. Treatment planning is essentially empiric, 
since the beam profile is continuously changing during the exposure-the 
beam shaping and shielding blocks present a differently shaped edge to the 
beam at each gantry angle. The facility for shielding structures in, or adjacent 
to, the target volume is an attractive feature of the system, but again there is 
no intrinsic facility for controlling the dose distribution along the tumor axis. 

2.2.3. TRACKING SYSTEMS 

Tracking machines are so named because the treatment couch is moved 
relative to the machine isocenter so that the isocenter follows or tracks along 
some predetermined locus in the patient. Such tracking units as the TEM 
MS90 computer-controlled tracking cobalt unit at the RFH<lH3) and the 
computer-controlled Varian Clinac-4 described by Chung-Bin et al.(14) are 
based on standard treatment units adapted for computer control. In these 
machines, the beam is positioned in the patient's cross section by adjusting 
the couch's vertical and lateral positions. A computer-controlled Mevatron 
XII linear accelerator (linac) described by Bjarngard and other authors (15-17) 
is fitted with special collimators where each outer collimator blade is 
independently controlled, so that the beam can be swept across the source 
rotation plane. Since these blades can pass over the center line of the 
collimator assembly, the beam can be used to irradiate targets of a crescent­
shaped cross section in the transverse plane using tangential fields. This 
machine is also used to carry out a dynamic-wedging technique where the 
collimator is slowly opened, with one blade remaining stationary, to produce 
the required dose gradient. Crescent-shaped target volumes can be irradiated 
using the basic tracking units by suitable couch displacements as discussed in 
Section 7.4; the dynamic wedging technique referred to above, however, is not 
practical on cobalt units because of the large source size and the attendant 
minimum usable beam size of 3 cm or so. 

Tracking machines possess an inherent facility for controlling the axial 
dose distribution to compensate for variations in tumor depth and the 
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presence of inhomogeneities. The dose delivered to a point passing through 
the treatment beam is proportional to the exposure time and so is proportional 
to the beam length (measured in the direction of axial couch movement) and 
inversely proportional to the speed of axial couch movement (termed the 
tracking speed). 

Since irradiated fields or volumes are built up by a tracking or scanning 
process, the size of the tumor that may be irradiated at the isocenter is limited 
by only the range of couch travel. The closeness of fit between target volume 
and high-dose zone is determined by the beam length used. The exposure 
time for each track will be greater than that for an exposure of the same area 
using a single large beam by the ratio of the length of the target volume to 
that of the beam length ("scanning slit width"). Since the total exposure time 
is a significant factor in designing treatment room protection, this factor 
should be taken into account if tracking treatments are contemplated. From 
the clinical point of view, any increase in leakage contribution to the patient 
must be considered and balanced against the considerable reduction in high­
dose volume and the associated scatter when conformation therapy is used. 

The sections that follow describe the RFH approach to treatment 
planning and treatment on the MS90 CCTCU that has now been in use 
under computer control for patient treatment since January 1980, with 
system software designed and implemented by Brace.(13) The principles and 
methods described are applicable to cobalt units and linacs, although there 
are some significant differences between them. The major difference for 
control purposes is that the cobalt unit has a steady dose rate and may be 
controlled by a timer, whereas the linac output may vary and is therefore 
controlled by pulses from the transit dosimeters in the head of the machine. 
For treatment-planning purposes, the most significant differences are the 
improved geometrical fit between the target volume and the high-dose 
volume, due to the shorter usable beam length of the linac. This shorter beam 
length also improves the resolution of the axial dose distribution. The higher 
energy of the linac beam and the higher dose rates serve to reduce integral 
dose and reduce the overall exposure time as in conventional treatments. The 
penumbra of the cobalt beam simplifies butting together numbers of 
stationary beams but is not generally advantageous. 

3. REPRESENTING THREE-DIMENSIONAL TREATMENT 
PARAMETERS 

3.1. The "Ideal" Beam 

The simple-beam model shown in Figure 1 is used to illustrate various 
aspects of tracking treatments. The "ideal" beam has an effective length XE 
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Figure 1. Diagram illustrating the simple models used to represent the dose-rate profile at the 
isocenter in the principal planes of the treatment beam. The effective beam length X E is 
approximately equal to the 50% beam width. 

and an off-center ratio(18) of 1.0 for a distance of XE/2 either side of the central 
axis, dropping immediately to 0.0 outside these limits. The area under the 
beam profile equals that of the actual beam profile when integrated between 
specified limits. XE is approximately equal to the 50% beam size when 
integrated over a range extending for 10 em either side of the useful beam 
(80% definition). The actual value of XE will depend on the integration limits 
and other factors, such as the thickness of overlying material as discussed by 
Williams(19) and Davy et al.(20) Values of XE for various collimator settings 
may be obtained by direct measurement with tracking units or may be 
calculated by integrating under the dose-rate profiles using various beam 
models such as that developed by van de Geijn.(21) 
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3.2. Exposure-Time Profiles, Exposure-Dose Profiles, and 
Absorbed-Dose Profiles 

3.2.1. DEFINITIONS 

T. J. Davy 

An exposure-time profile (ETP) is a plot of the exposure time (ET) 
against the position along the same locus. Exposure-time profiles are suitable 
for describing the operations of therapy units that have a steady dose rate and 
may be controlled by exposure timers; for machines producing pulsed 
radiation beams controlled by transmission exposure meters, exposure (dose) 
profiles (EDP) are more appropriate. While these profiles resemble conven­
tional beam profiles to some extent, they show integrated values along a 
chosen locus rather than dose rates along a straight line. In this context, the 
term exposure is used in the quantitative sense (X = dQ/dm). 

The exposure pattern in the patient will result in a corresponding 
(absorbed) dose pattern that may also be expressed as a series of absorbed­
dose profiles (ADPs). In general, the distribution will be calculated along the 
same loci as the exposure profiles. The general form of the ETPs, EDPs, and 
the ADPs will be similar, and for simplicity, ETPs will be used to illustrate 
the use of profiles for expressing machine operations and treatment planning. 

3.2.2. AXIAL ETPs 

Axial ETPs describe the operation of the treatment unit in terms of 
exposure times along loci running predominantly in the superior-inferior 
directions. Figure 2 shows the ETP due to an ideal beam of constant length 
traveling at uniform speed over the surface of a simple phantom. The 
corresponding ADP may be computed directly from the primary-beam 
profile using scatter-air ratios. Alternatively, conventional beam dose rate 
profiles measured in water phantoms may be used with integration being 
performed under the beam profile between the desired limits. 

3.2.3. TRANSVERSE-PLANE ETPs 

Transverse-plane ETPs describe the operation of the treatment unit in 
terms of exposure times along loci in the patient's cross section. Usually, loci 
will be selected as closed loops running around the perimeter of the target, 
but other loci may be chosen to run through regions of interest, such as the 
kidneys. Figure 3 shows some ETPs for a simple rotation treatment, and 
Figure 4 shows ETPs for a three-field cross-fire technique. 

If lines are drawn around the tumor in a series of transverse planes along 
the superior-inferior axis of the tumor and the ETs and EDs plotted against 
the position along the lines (e.g., at 10° intervals), an ET or ED pattern results 
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Figure 2. The integrated exposure-time profile produced by a simple linear track. (a) Movement 
of an "ideal beam" of fixed length X along a phantom at constant speed T. Movement starts at 
time tl and ends at time t2' (b) The integrated exposure-time profile along the axis of the 
phantom at depth d. 

that represents beam movements and time or exposure weighting around the 
target volume. These loops may be linked by a line or lines representing 
profiles along the tumor axis or running along the surface of the target. The 
target volume may thus be enclosed in a "cage" ofloci for exposure profiles as 
shown in Figure 5. 

The ADPs may be computed along the same loci as the exposure profiles 
and used to represent the dose distribution. Conventional isodose curves 
may, however, be preferred to show the final dose distribution. If the required 
dose distribution is specified for a series of a parallel planes, the dose 
distribution needed between these planes may be inferred. If a series of single­
plane profiles is chosen to represent the best attainable distribution in each 
plane, then the combined three-dimensional pattern will show the best three­
dimensional plan if the limits of resolution of the treatment beam along the 
superior-inferior axis are disregarded. The three-dimensional optimization of 
the plan may therefore be based on obtaining the best match between the set 
of ideal single-plane profiles and those attainable by the treatment unit. 

If the transverse-plane ADPs are converted to the corresponding ETPs 
or EDPs, they may be regarded as the best attainable set of exposure 
conditions ignoring the limits imposed by the use of a beam of finite length. 
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Figure 3. Beam configuration and exposure-time profiles for one complete rotation. (a) Single 
beam irradiating a circular phantom. (b) Exposure-time profile along any diameter. (c) 
Exposure-time profile around the target perimeter. (d) Exposure-time profile around a circle of 
radius R (R > O.5X). 
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Figure 4. Beam configuration and exposure-time profiles for a symmetrical three-beam 
irradiation of a circular phantom. (a) Three beams irradiating a circular phantom. (b) Exposure­
time profile along AB axis. (c) Exposure-time profile along X Y axis. (d) Exposure-time profile 
around the target perimeter. (e) Exposure-time profile around a circle of radius R(R > O.5X and 
<X). 
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Figure 5. Complex target volume enclosed in a "cage" of loci for exposure and dose profiles. 

The optimization process may thus be directed toward finding the best match 
between this ideal exposure distribution and that attainable in practice. 

Since the exposure pattern is controlled by only the treatment machine 
parameters, it would seem that three-dimensional optimization procedures 
may be based on a process designed to produce the best compromise between 
those machine operations selected for a series of thin slices and an attainable 
set taking into account the finite-beam length. Exposure-time profiles and 
EDPs may be used to represent these machine operations. 

3.3. Radial Time and Exposure-Weighting Diagrams 

For treatments combining arcing or rotation techniques with couch 
axial translation (arcing tracks), it may be difficult to visualize the effects of 
various parameters, particularly if an end of track technique is used (see 
Section 4.4) together with variations in gantry speed and arcing angles. 

A machine carrying out a rotation at constant angular speed around a 
fixed axis in the phantom (or space) while the couch proceeds at a constant 
speed may be represented in part by a series of radial lines whose length is 
proportional to the time the beam remained in the sector. This is somewhat 
similar to selecting "stations" for beams in rotation techniques in conven­
tional planning systems. 
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Figure 6. Diagram showing exposure-time weightings for various angles of beam entry. 
(a) Weightings for one complete rotation at 20° intervals. (b) Weightings for two rotations at 
20° intervals. (c) Weightings for one complete rotation displayed at 20° intervals on a linear scale. 
(d) Weightings for two rotations displayed at 20° intervals on a linear scale. In diagrams (a) 
and (b) the exposure times appropriate to the various angles are represented by the radial 
line lengths. 

If an ideal beam is considered where the calculation plane passes through 
the beam during one complete revolution, the pattern shown in Figure 6(a) is 
obtained when lines are drawn at intervals of 20°. Figure 6(b) shows the 
representation of two complete rotations. These weightings may also be 
represented on a linear scale as in Figure 6(c) and 6(d). 

In practice, the situation is more complex. The effect on weighting due to 
the transit of beams of different profiles through the calculation plane is 
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Figure 7. Diagram showing the effect of a trapezoidal-beam profile on the radial exposure-time 
weighting pattern. (a) Weighting pattern for one complete rotation of the gantry during passage 
of a beam through the source rotation plane. (b) Weighting pattern for one complete rotation of 
the gantry during passage of a trapezoidal beam between 50";'; decrement levels. The exposure 
times at the angles shown are proportional to the length of the radial lines. 

shown in Figure 7(a) and 7(b). Figure 7(a) shows the pattern that results 
when a beam with a trapezoidal profile makes one complete transit during 
one rotation of the gantry. In this example, the gantry was at 0° when the 
leading edge of the beam encountered the plane of interest and just reached 
360° as the trailing edge arrived at the plane. The distribution is clearly 
weighted towards the 180° position. Figure 7(b) shows the weighting pattern 
when one complete gantry rotation coincides with the passage of the same 
beam from one 50% level to the next, i.e., the passage of a "geometric" beam 
as conventionally defined. 

3.4. Combining Axial Exposure-Time Profiles 

The ETP shown in Figure 2 may be considered as representing one step 
or "control vector" in the execution of a more complex treatment plan. A 
number of ETPs may be combined as shown in Figure 8 to show the effect of 
a number of vectors over the length of the tumor. The ~ET(Vd represents 
exposure time at various positions along the tumor axis for the first control 
vector (VI)' At any point at position z along the axis, the aggregate exposure 
time ET is found by summing the separate components 
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lIET(Vl ) L\ 
+ 

lIET(V2) I ~ 
+ 

1I ET (V3) ~ 
+ 

HT(V4) 

~ 
+ 

liE T( Vs) ~ 
+ 

lIET (Vs) / s 

ET 11\!S:3~S S 

z' 
Distance along tumor axis (z) 

Figure 8. An axial exposure-time profile produced by a sequence of six "ideal" beams moving 
along a phantom. The numbers refer to the appropriate set of machine control data (control 
vectors) used by the treatment machine at various positions along the tumor axis. 

N 

ETz = L AET(VN , Z) 
1 

It will be seen in Figure 8 that points in the plane z' receive dose 
contributions from vectors 3, 4, and 5 in the proportions indicated. The lines 
separating components from the different vectors represent the movement of 
the beam's collimator edges along the tumor with respect to time. Contri­
butions from the various vectors may be changed while maintaining the same 
overall ETP as shown in Figure 9. 
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Distance along tumor axis (z) 

Figure 9. Diagram illustrating that the contributions from various control vectors may be 
adjusted to produce different exposure weightings along the tumor axis while maintaining a 
combined profile as in Figure 8. The leading and trailing edges of the collimator blades are made 
to move at varying rates to contol the dose weighting from each vector. 

3.5. Combining Tracks Using Exposure-Time Profiles 

Figure 10 shows how the ETPs of three different tracks directed into the 
patient from different angles may be combined to produce a uniform 
exposure time over the length of the tumor. The time or exposure weighting 
may be nonuniform along each of the three contributing tracks if this is 
required to protect sensitive organs, such as the kidneys. 

3.6. Combining Axial Exposure-Time Profiles and Transverse-Plane 
Exposure-Time Profiles 

Axial and transverse-plane ETPs may be combined to represent the 
effect of a set of complex machine operations involving axial couch travel and 
gantry movement. The axial ETP, radial exposure weighting, and the profile 
of the beam in the transverse plane at Z' (Figure 8) may be combined to 
produce a transverse plane ETP. Consider a circular target volume 6.0 cm in 
diameter being irradiated by a 6.0-cm-wide ideal beam by a tracking 
technique. The section at Z' passes through the source rotation plane as the 
source arcs around the patient. As Figure 8 shows, the plane receives dose 
contributions from the treatment beam as the unit performs according to the 
machine control vectors V3 , V4 , and Vs (each vector representing a distinct 
phase in executing the treatment as specified in the patient's treatment file). 

Suppose that the total exposure time is 2.00 min with vectors, 3, 4, and 5 
contributing 0.267 min, 1.200 min, and 0.533 min, respectively. 

ET Z' = AET( V3 , Z') + AET( V4 , Z') + AET( Vs, Z') 

2.00 = (0.267 + 1.200 + 0.533) min 

Suppose that at the start of V3 , the leading edge of the beam reaches plane Z 
- Z' as the gantry reaches 0° while moving clockwise at 120° min - 1. After 
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Figure 10. Combining exposure-time profiles for a number of tracks to control the dose 
contributions for different angles of beam entry along the tumor axis. 

0.267 min, the program moves on to V4 , which specifies a gantry of speed 
180° min -1. After an additional 1.200' min, the program moves on to Vs, 
which requires the gantry to move at 240° min -1. 

It is seen that V3 applies for 32°, V4 applies for a further 216° until the 
gantry is at 248°, and Vs applies for an additional 96° until the gantry is at 
360° + 16°. The times taken for the gantry to pass through 20° intervals 
(stations) are easily calculated and represented as a radial time-weighting 
diagram with the length of the lines proportional to the exposure time as 
indicated in Figures 6 and 7. Such a diagram clearly takes no account of the 
beam width, i.e., the beam dimension in the transverse plane. The transverse­
plane ETP may be calculated and used to represent both the gantry speed 
and the effect of beam width in much the same way that axial ETPs represent 
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Figure 11. Radial exposure-time profiles for the transverse plane at z' irradiated by control 
vectors 3, 4, and 5 as shown in Figure 8. The figure shows the three profiles separately (solid lines) 
and also the exit-side contributions (broken lines) around a circular locus of radius 3.9 em and 
concentric with a 6.0-cm diam. target volume that is being irradiated by a 6.0-cm wide beam. 

the couch speed and beam length in the axial direction. Figure 11 shows the 
ETP profile for each of the vectors 3, 4, and 5 around the circumference of a 
circle of 3.9-cm radius and concentric with the 6.0-cm diameter target volume 
mentioned previously, the beam width being 6.0 cm and thus sub tending an 
angle of 100° at the centre of rotation. Figure 12 shows the cumulative effect 
of the three vectors. These representations of the effect of the treatment beam 
in a single transverse plane may also be displayed in Cartesian form. 

These descriptions of the operations of the treatment unit are obviously 
very simplified, and allowances would have to be made for the effect of the 
beam profile in both the axial and transverse directions for the more complex 
geometry if the ETP were required around a noncircular locus or if the 
treatment involved vertical and lateral couch movements and if cross 
contributions are to be taken into account. For optimization purposes, a 
simplified beam model will suffice, but for a final accurate three-dimensional 
dose calculation, more sophisticated models must be used. 
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Figure 12. Summated radial exposure-time profiles for the transverse plane at z' that is 
irradiated under the same conditions as in Figure 11. 

4. CONTROLLING RADIOTHERAPY DOSE 
DISTRIBUTIONS IN THREE DIMENSIONS USING A 
COMPUTER-CONTROLLED TRACKING UNIT 

4.1. Slice-by-Slice or Field-by-Field Treatment and Planning 

In order to control the dose distribution in three dimensions, both the 
shape of the high-dose zone and the dose distribution within it must be 
controlled. If the dose. distribution is correct for each body cross section, it 
will be correct for the whole volume. Similarly, if the shape of each radiation 
field and the dose distribution across the field at the tumor depth are correct 
for each gantry angle when a cross-fire technique is used, the distribution will 
then be correct for each body cross section provided that the beam energy is 
high enough. These two approaches lead to the development of a number of 
treatment methods that differ as much in the approach to treatment planning 
as in their execution. Present-day treatment-planning systems are quite 
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effective at calculating dose distributions in the transverse plane with 
corrections made for cross contributions from beams having their central 
axes displaced from the calculation plane in the superior-inferior axis. 
Provided that the beam model represents the dose distribution with a 
sufficient accuracy over the length of the tumour, three-dimensional dose 
distributions can be computed, albeit inconveniently and slowly at present. 
For treatments in which the volume is built up slice by slice with the couch 
remaining stationary during exposure, the exposure timer or transit dose­
meter performs its conventional role. For treatments in which the machine 
isocenter is displaced relative to the patient during exposure, it is necessary to 
integrate the dose under the beam profile for each calculation point, and the 
timer performs a trivial role. 

4.2. Controlling the Shape of the High-Dose Volume 

4.2.1. CONTROLLING THE SHAPE OF THE HIGH-DOSE 
VOLUME IN THE TRANSVERSE PLANE 

Many textbooks deal with single-plane treatment planning for one 
target volume of simple shape in the transverse plane. The basic policy is to 
decide on the use of a cross-fire technique with fixed fields or to use an arcing 
or rotation technique. It is often claimed that arcing treatments lead to high 
integral doses, and this may well be the case using conventional manually 
controlled equipment. In such treatments, the beam size may simply be set at 
the minimum required to cover the widest part of the tumor, and the target 
volume is thus enclosed in a high-dose volume conforming to a simple solid 
of revolution around a horizontal axis. When computer-controlled machines 
are used, both the collimator angle and field size can be adjusted continu­
ously to give the best match between the projected target outline and the 
beam for all gantry angles. When automatic machines are used with suitably 
designed treatment plans, there will be little difference between the irradiation 
high-dose volumes and integrated doses whether stationary or moving-beam 
treatments are employed. A major planning consideration is the disposition 
of the unavoidable dose delivered to the healthy tissue outside the target 
volume. Arcing and rotation techniques spread the unwanted dose uniformly 
around the target volume, and some therapists prefer such treatments, 
especially for the pelvic regions because they avoid "pinch spots" at beam 
intersections. If, however, it is required to reduce the dose preferentially to 
sensitive structures outside the target volume, then fixed-field techniques may 
be preferred. Figure 13 shows the geometrical fit for some simple-target 
volumes irradiated using a parallel pair, a three-field technique, a four-field 
technique, and a five-field technique. The lack of control over the irradiated 
volume with a parallel pair is clear. The three-field plan provides a good fit 
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Figure 13. Diagram illustrating the possible closeness of the geometrical fit between simple target 
volumes and the high-dose volume in a single plane using various beam confirmations. (a) A 
circular-section tumor treated with a parallel opposed pair of beams. (b) A circular-section 
tumor treated with three beams with 1200 angles between them. (c) An elliptical-section tumor 
treated with five beams with 72° angles between them. (d) A rectangular-section tumor treated 
with a four-field "box". 

for a circular target volume, and a five-field plan provides a good fit for the 
eliptical-section target. A four-field "brick" provides a perfect fit for the 
rectangular-section target volume. Much more complicated target volumes 
(including two targets in the same cross section) can be irradiated if complex 
treatment plans are used. The synchronous shielding techniques described in 
the first section of this chapter indicate the possibilities. With computer­
controlled machines, treatment plans must be devised to use the existing 
collimated beam. Chin et al.(17) show some interesting and complex 
distributions for the irradiation of the pelvic and thoracic regions. Case 
studies in the next section show the irradiation of pelvic nodes using a track 
with multiple overlaid arcs on two isocenter loci. A preliminary study 
(Section 7.4) at the RFH shows how crescent-shaped dose distributions may 
be produced in the transverse plane using the MS90 tracking unit. 
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4.2.2. SHAPING A COMPOSITE FIELD USING A 
TRACKING UNIT 

Figure 14(a), 14(b), and 14(c) illustrates how a composite field is built 
up by simply abutting a number of small beams, overlapping a number of 
small beams, or moving the beam along the target volume during the 
exposure. When overlapping or continuously tracked beams are used, 
corrective measures are required to avoid a fall-off in dose at the ends of the 
target volume. 

In principle, beams may be abutted or overlapped manually, but this is 
not very practical because of the time it takes and the risk of errors in setting 
collimator sizes and positioning the beams. This is, however, a simple and 

, O'o{RLA'PlN<: s .... u I (lOS 

Figure 14. Shaping an irradiated 
field using a computer-controlled 

tracking machine. (a) Using abut­
ted small beams. (b) Using over­
lapping small beams. (c) Using 
continuously tracked small beams. 
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practical procedure using computer-controlled machines, although using 
simple abutted fields is not recommended for use with linacs because of the 
sharp beam edge. It may be noted, however, that penumbra may be 
artificially produced by opening or closing the collimator blades slightly 
under computer control-a process that may be termed dynamic penumbra 
generation (DPG). 

It will be appreciated that the target outline indicated in Figure 14 may 
be considered as a projection of the target volume or simply as the shape of 
the field required in a particular plane in the tumor. The rectangular areas 
may thus represent a series of high-dose slices or a number of beam cross 
sections. 

4.3. Controlling the Dose Distribution along the Tumor Axis 

The dose delivered to a point in a patient or a phantom will depend on 
the time the point remains in the beam and on the dose-rate profile of the 
beam. 

Considering the integrated dose profile at a depth d in a phantom that is 
being irradiated by an ideal beam of constant cross section, traveling at a 
constant speed t shows that there is a region of uniform dose over the central 
region and that the dose falls off linearly over a distance equal to the beam 
length (X) at each end of the track as shown in Figure 2. The dose delivered 
to a point P in the phantom is found by integrating the dose rate with respect 
to time. 

(1) 

where Dp is the total dose delivered to the point P, Rp is the dose rate at P at 
time t, and tl and t2 are the times corresponding to the beginning and end of 
the exposure. The dose rate at P is given by 

Rp = RairT(d)p(x) (2) 

where Rair is the in-air dose rate, T(d) is the tissue-air ratio at depth d, and 
p(X) is the off-center ratio at distance x from the central axis at the same 
distance from the source as p.(l8) If P is being translated through the beam at 
constant speed t, 

1 I"l Dp = RairT(d) - p(x) dx 
t "2 

(3) 

where Xl and X2 are the displacements of P from the central ray at times tl 
and t2 • This may be expressed as 

Dp = RairT(d)XE/t (4) 
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where X E is the effective length of an ideal beam as discussed in Section 3.1 of 
this chapter. 

As stated, a first approximation of X E may be taken as equal to the 50% 
length at the depth of point P. In an actual treatment, it will be necessary to 
integrate the area under a fairly complex dose-rate profile.(19. 20) 

Since Dp = RairT(d)XElr, the dose level is controlled by adjusting 
XElr. Increasing XE or decreasing r will increase the dose delivered; 
decreasing X E and increasing r will decrease the dose delivered. The ratio can 
be adjusted as the beam travels along the tumor axis to compensate for 
variations in tumor depth and the presence of inhomogeneities, such as bone 
or lung. Allowances must be made for variation of the in-air dose rate (Rair) 

and the tissue-air ratio [T(d)] with beam size. 
Since the speed of couch travel (r) controls overall treatment time, it is 

desirable for this speed to be as high as possible. This, however, would mean 
increasing X E if the dose were to be kept constant. If the tumor is of uniform 
width, there is no reason why longer beams should not be used. The 
procedure for selecting various combinations of beam lengths and tracking 
speeds is illustrated in the section on axial dose profiles and the examples in 
Section 7. 

If the tumor has an irregular outline, other considerations apply, and it 
may be necessary to strike a compromise between the closeness of fit to be 
achieved between the target cross section and the irradiated field, and the 
total exposure time. 

4.4. The End-of-Track Technique 

Returning to the dose profile in Figure 2, it is clear that a method is 
needed to produce a sharper fall-off in dose at the ends of the treatment 
volume. The easiest way to achieve this for a simple linear track is to use lead 
shielding blocks at either end of the treatment volume. 

If an ideal beam of constant width and length exhibiting negligible beam 
divergence travels at constant speed over the surface of the phantom, Figure 
15(a) represents the situation where the beam starts over one lead block and 
then travels along the phantom until it finally comes to rest on a lead block at 
the other end of the treatment volume. The exposed portion of the beam is 
shown as a solid block and a number of features are apparent. The leading 
edge of the beam advances at speed r, and the trailing edge (defined by the 
lead block) will remain stationary until the leading edge has moved a distance 
X and thus exposed the whole beam. The center of the exposed part of the 
beam thus travels at a speed r/2 until the beam is fully exposed. Once the 
beam is clear of the block, it moves forward at speed r until the leading edge 
of the beam reaches the distal shielding block. The pattern of exposure that 
occurred at the beginning of the track is now repeated in reverse. Figure 15(b) 
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Figure 15. Diagrams showing the pattern of beam exposure using lead shielding blocks or a 
tracking technique using collimators capable of giving zero beam length. (a) Pattern of beam 
exposure as the beam moves off a lead shielding block and travels along the tumor axis at 
constant speed (upper half of figure). (b) Exposure profile reSUlting from the track in (a) (lower 
half of figure). 

shows dose profiles at the ends of the track and over the central portion. 
These profiles may be combined as shown in Figure 8. It is clear that these 
distributions may be simulated using a collimator that can produce beam 
lengths from 0 to X and a treatment table that can be positioned accurately 
with respect to the beam central axis. This requires using a computer­
controlled machine if the technique is to be practical for patient treatment. 
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It is, in practice, impossible to produce a zero-length beam because of 
penumbra and mechanical design limitations. Fortunately, the desired 
uniform dose profile can still be produced as shown in Figure 16(a) and 16(b); 
this method is in routine at the RFH. The essential features of this track are 
that the minimum beam length is used at the beginning and end of the track 
and also over the central portion. To obtain a sharp cut-off at the ends of the 
volume, the collimator is opened at twice the couch speed, so that the trailing 
edge of the beam remains stationary. When the beam length has increased 
from Xmin to 2,Xmin' the shutter is closed, and the collimator closed down to 
Xmin again. The couch is then advanced by a distance Xmin/2 to align the new 
trailing edge with the position of the original leading edge. The shutter is re­
opened and the couch advanced at a speed that is double that used in the 
opening phase. The speed r is calculated using Eq. (4), and XE is found by 
integrating under the beam profile, as indicated previously. The end-of-track 
technique using a shutter closure with a couch advance and shutter re­
opening was devised by J. A. Brace, and it supersedes an earlier procedure 
based on the same principle and due to the present author in which a rapid 
couch advance was used with the shutter remaining open. 

For tumors with convex ends, using the standard end-of-track technique 
can lead to excessive areas being irradiated if Xmin is large (say, 4 cm). An 
alternative approach would involve extending the length of the track and 
using the minimum available beam length (which might be less than 1.0 cm 
on a: linac) throughout the track and so obtain the closest possible fit of the 
composite field to the target cross section. In addition to delivering some 
unwanted dose beyond the ends of the target volume, this approach leads to 
protracted treatment times, which might inconvenience the patient and 
increase leakage radiation contributions. Ideally, the beam length X E should 
be adjusted so that it is small when the tumor cross section is varying rapidly 
and lengthened when the outline is more uniform. Optimizing combinations 
of XE and r to balance the degree of fit against total treatment time is an 
important consideration when planning these treatments. 

5. A NOTE ON TREATMENT-PLANNING STRATEGY 

5.1. Thin-Slice and Thick-Slice Planning 

There are two basic approaches that may be adopted in three­
dimensional treatment planning. In the thin-slice approach, the initial beam 
configurations and dose weightings are selected on the assumption that the 
treatment unit has unlimited resolution in the axial direction. It is assumed 
that plans may be devised independently for a series of transverse body 
sections and the dose distribution for each plane results from only the plan 
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devised for that plane. The optimization process may therefore be directed 
toward finding machine parameters that provide the best approximation of 
this idealized set of machine parameters, taking into account the limits in 
resolution imposed by using a treatment beam of finite length. 

In the thick-slice approach, the practical limitations of the treatment 
unit are taken into account at the outset by considering the whole of the 
section of the target volume that is contained within the length of the 
treatment beam at one time. This more pragmatic approach requires using 
composite target volumes that result from coalescing all those transverse 
planes within the length of the beam. The essential difference between thin­
and thick-slice planning is that in the first case, no assumptions are made 
about the combinations of beam lengths and dose weightings to be used 
along the tumor axis, whereas in the second case, certain parameters, such as 
beam lengths and effectively beam widths and isocenter locus, are fixed at the 
outset. Once this basic strategy has been decided, the beam configurations 
can be selected field by field or slice by slice as discussed in Sections 5.2 and 
5.3. 

5.2. Slice-by-Slice Treatment Planning 

Each thin slice or composite thick slice can be entered separately into a 
treatment-planning system and a suitable plan devised in the conventional 
manner. These plans are then combined in the treatment-planning system to 
produce a three-dimensional dose distribution that can be achieved by the 
treatment unit. The first step in this process is to balance the dose weighting 
from each plan to obtain a uniform dose profile along the tumor axis but with 
the dominant dose distribution for each calculation plane coming from the 
plan designed specifically for that plane. It will be apparent that although it is 
advisable to obtain a uniform axial dose distribution, this may not be 
sufficient to ensure that doses are satisfactory at points off the axis, especially 
if the tumor cross section is changing rapidly along the length of the tumor. 

5.3. Field-by-Field Treatment Planning 

Using a series of transverse views of the patient obtained from a CT 
scanner, the clinician outlines the target volume and any sensitive structures 
and specifies the required dose distribution in these regions. A decision is 
usually made at this stage about the treatment technique, for example, for a 
spinal tumor a tracked wedged pair or a three-field treatment might be 
selected as outlined in Section 6.2. If the tumor is to be irradiated using a 
number of fields (each field being a composite built up using a tracking 
procedure), the beam entry angles are chosen, and projections of the target 
volume as seen from the source are constructed. For each of these fields or 
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tracks, the beam length-tracking-speed pattern is chosen as described in 
Section 4.4. Typically, a standard pattern will be used. This basic tracking 
pattern is then modified using the tracking speed with the aid of exposure 
time and ADP to give the required dose weighting along the tumor axis. The 
beam widths can be taken directly from the projected target profile with 
corrections made to allow for the influence of other fields in the manner 
described by Perry et al.(6) For standard techniques, these corrections can 
easily be determined by studying transverse-plane treatment plans on a 
conventional planning system. 

It is therefore necessary to observe dose distributions over the whole 
target volume, and they will have to be computed or measured. An 
alternative procedure would be observing dose distributions as profiles along 
a number of strategically chosen loci running in the superior-inferior axes as 
indicated previously in Figure 5. 

It will be apparent from the sections that follow that the methods 
currently used at the RFH are based mainly or entirely on the empirical 
thick-slice approach except where radial time or exposure patterns are used 
for testing arc tracks (Section 7.1). It is anticipated, however, that the thin­
slice method may provide the basis of a more logical approach to treatment 
planning. 

6. BASIC TREATMENT METHODS 

6.1. Machine Operational Modes 

Conventional treatment units may be operated in two basic modes; viz., 
with the beam stationary during exposure or with the beam moving during 
exposure. Computer-controlled tracking units may be operated in four basic 
modes, viz., 

1. Mode A: moving couch-moving gantry. 
2. Mode B: moving couch-stationary gantry. 
3. Mode C: stationary couch-moving gantry. 
4. Mode D: stationary couch-stationary gantry. 

In modes A and B, the couch moves relative to the machine isocenter so that 
the isocenter follows either an axial locus or a locus in a transverse plane in 
the patient. Some basic treatment methods using these modes are outlined in 
the next section. 

For treatments using modes A and B, it is not yet practical to use 
commercial treatment-planning systems (TPSs) to calculate dose distri­
butions. For modes C and D, conventional TPSs can calculate dose 
distributions, although it can take hours of planning time because of the large 
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number of beams and calculation points. These problems should soon be 
overcome by more powerful planning systems with facilities for moving 
automatically from beam to beam and point to point. 

6.2. Some Basic Treatment Techniques 

6.2.1. TYPE A TRACKING TREATMENTS-THE ARC TRACK 

For type A tracking treatments, an arcing technique is combined 
with a moving-table technique. This is a development of the simple arcing 
procedure carried out on the old Marconi unit,(22) where it was used mainly 
to achieve an adequate depth dose. This procedure has been retained and 
improved on the new cobalt unit by the closeness of fit that can be achieved 
between high-dose volume and target volume with an absence of high-dose 
regions outside the target volume. The improved patient tolerance to arcing 
treatments when large volumes are irradiated is an important reason for its 
use despite difficulties in treatment planning and machine control that are 
encountered in the technique. Although modern control systems are able to 
execute arc tracks successfully, improved treatment-planning procedures are 
needed to optimize the plan efficiently. 

The patient is passed through the source rotation plane while the source 
is made to arc around the patient's long (superior-inferior) axis. Throughout 
the exposure, the patient is continuously repositioned vertically and laterally 
so that the iso center follows (tracks) along a predetermined locus inside the 
patient. The shape, size, and orientation of the high-dose zone in each section 
is determined by a combination of beam size, arcing angle, and arcing speed. 
The position of the high-dose zone within the body outline is adjusted by the 
couch's vertical and lateral displacements. These displacements are specified 
relative to the intersection of a vertical and a horizontal reference plane, with 
the line of intersection coincident with the gantry rotation axis. The dose 
delivered to a point passing through the beam depends on how long it 
remains in the beam, so it is controlled by a combination of tracking speed 
and beam size in the direction of longitudinal movement. Figure 17 shows 
how various parameters are used to control dose distribution in the patient. 

6.2.2. TYPE B TRACKING TREATMENTS-LINEAR TRACKS 

In type B tracking treatments, a number of fields are used in a cross-fire 
technique. Each field is a composite built up by passing the patient through 
the source rotation plane with the source stationary. The beam size is 
adjusted automatically according to the tumor projection for the body 
section currently in the beam. This process is repeated for as many beams as 
required. A single field may suffice if the spine is to be treated. For each field, 
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Figure 17. Machine parameters used to control the dose distribution in three dimensions in the 
tracking technique. 

the position of the machine isocenter is again controlled by adjusting the 
couch vertical and lateral positions. As in type A treatments, the dose 
delivered is controlled by a combination of couch longitudinal speed and 
beam length. This and the previous technique differ in that the dose weighting 
at each gantry angle is controlled by the arcing speed in type A treatments 
but in type B all weighting is done by the longitudinal speed and beam 
lengths, and this can be different for each field. 

6.2.3. TYPE C TREATMENTS-ABUTTED SECTIONS 

Type C treatments are a discontinuous form of tracking treatment in 
which the automatic positioning facility is used to treat tumors section by 
section. Each section is abutted accurately to its neighbour to avoid 
overdosing or underdosing at the interface. In principle, this technique can be 
carried out manually. However, in practice it would be impossibly time 
consuming, and there would be a significant risk of errors arising from failure 
to correctly reset machine parameters. Type C treatments in this simple form 
are not recommended for use with linacs because of the sharp beam edge, as 
discussed previously. 
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6.2.4. TYPE D TREA TMENTS-OYERLAPPING SECTIONS 

In type D treatments an attempt is made to achieve a closer fit to the 
tumor volume while reducing the risk of dose inhomogeneities at section 
interfaces by overlapping consecutive treatment sections. Again, this can be 
done safely and efficiently only under computer control. This is a very 
promising technique that can be used on cobalt units and linacs, and it has 
the useful advantage that standard treatment-planning systems can calculate 
the resultant dose distributions. 

6.2.5. TYPE E TREATMENTS-TRANSYERSE-PLANE TRACKS 

It is sometimes desirable to treat a curved surface by using a number of 
small tangential beams. The couch can be made to follow a curved locus in 
the source rotation plane to produce such an effect. This method can be 
combined with the abutted section or overlapping section method to fit 
surfaces curved in two planes. 

6.2.6. TYPE F TREATMENTS-BIFURCATED TRACKS 

For some tumors, such as those affecting the pelvic and para-aortic 
lymph nodes, the tumor divides from one volume into two branches. Such 
tumors are usually treated on conventional machines using a mantle 
technique where two parallel opposed beams are shaped using specially 
fabricated lead blocks. A tracking technique using two loci for the isocenter 
achieves an effective treatment that reduces the high-dose volume consider­
ably. Typically, a bifurcated track would be used in combination with the 
type D treatment method as illustrated in Section 7.3. 

7. SOME EXAMPLES OF PHYSICS PLANNING 
PROCEDURES 

7.1. Planning an Arc Track 

An arc track is a hybrid treatment in which couch translation is 
combined with gantry rotation. The ,usual procedure for planning such 
treatments is to find a suitable single-plane plan for each section, using a 
conventional planning system on the assumption that an integral number of 
arcs occur as the plane of interest passes through the source rotation plane; 
i.e., it is assumed that it is treated with one complete arc per track. This single­
plane plan provides the mean TAR or TMR with appropriate weighting for 
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arcing speeds. The tracking speed is then calculated from 

Dp = Dose rate x time 

XE 
= DairT(d)-

r 
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Exposure-time profiles are then constructed over the length of the tumor as 
shown in Figure 18. The variation of X E along the track is usually in 
accordance with some standard pattern, such as the high-resolution track 
described in Section 4.4. From the ETP, the ADP is constructed by 
multiplying various components of the time profile by appropriate dose rates, 
suitably corrected for TAR with allowance for field size 

ADp = AET[RairJT(d) 

It will be noted that the effects of penumbra and scatter are taken into 
account at this stage by the choice of X E• In practice, it is not easy to set the 
exact equivalent of one arc per traverse of the useful beam; fortunately, arcing 
treatments are fairly tolerant of departures from exact dose weighting. 
Nonetheless, it is necessary to ensure that the actual weighting pattern does 
not depart too far from that intended. Two precautions are therefore taken. 
The treatment plan is divided in half, with each part intended to deliver an 
identical dose to an identical target volume. However, each track is a mirror 
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Figure 18. Diagram showing the construction of the exposure-time profile and the calculated 
dose profile along the isocenter locus of an "arc track". 
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image of the other as far as the arcing angles are concerned. For example, the 
gantry may be positioned at 2400 at the beginning of the first half of the 
treatment and caused to move in a clockwise direction. For the second half, 
the gantry will start at 1200 and move in a counterclockwise direction. While 
these measures ensure symmetry, they do not ensure the equivalence of an 
integral number of arcs. A radial dose-weighting pattern is therefore 
calculated at a number of cross sections and compared with that used for 
planning purposes. If the patterns look significantly different, the actual 
weights can be entered into the planning computer to check the distribution 
and the effect on the axial dose rate. If necessary, the machine arcing speeds 
can be adjusted over the length of the track to achieve a better agreement 
between the intended and the actual radial dose-weighting pattern. The 
overall dose distribution may then be confirmed by calculation or measure­
ment. It will be noted that unless a sophisticated calculation of XE is 
performed over the length of the track, or, more precisely, unless the dose­
rate-time integral is properly evaluated, the final dose will not be accurately 
known. It will be appreciated that balancing the treatment is based on 
machine operations rather than dose calculations, in the expectation that the 
required machine operation is known for each cross section. The final dose 
distribution may be displayed as a set of transverse-plane isodoses and an 
axial dose-distribution profile. Doses may be expressed in cGy or as 
percentages of some reference point, typically at the isocenter on a plane at or 
near the center of the tumor. Preparing a treatment file for the MS90 unit is 
done with the aid of the editor program. Couch and gantry speeds are entered 
into the treatment file, which then calculates the gantry angle reached at 
different positions along the tumor axis. Beam lengths and widths appro­
priate to these positions are then entered through the computer keyboard. 

7.2. Planning a Multitrack Treatment 

A multi field track is treated using a number of composite fields built up 
as described in Section 4.2.2. Again, standard basic beam-length tracking 
speed patterns are used, with the actual speed calculated as for the arc track. 

The required beam sizes and dose weightings are again found for a 
number of transverse sections using a conventional planning computer. In 
multitrack treatments, all the dose weighting is controlled by the axial couch 
speed, since the gantry is stationary for each composite field. 

An ETP is constructed for each track, and they are converted to ADP 
that may then be combined. Again, the key to the dosimetry is integration 
under the dose-rate profile along the track with respect to time. Figures 19(a) 
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Figure 19. Diagrams showing the method of constructing exposure-time profiles for a three­
track treatment. Three linear tracks were used to irradiate a spinal tumor; track 1 was a direct 
unwedged posterior field, while tracks 2 and 3 were oblique wedged fields, with the major dose 
contribution delivered by the oblique fields. (Track 2 is similar to track 3.) (a) Exposure time and 
dose profiles for track 1. (b) Exposure time and dose profiles for track 3. 
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and 19(b) show the ETPs for the direct posterior field and one of the two 
posterior oblique fields. 

7.3. Planning a Bifurcated Track 

The target volume required to enclose the pelvic and para-aortic nodes 
takes the form of an inverted Y. Such volumes are cOl)ventionally enclosed in 
simple brick-shaped volumes or in Y-shaped volumes produced by parallel 
opposed fields using the mantle technique. In either case, the high-dose 
volume will be much larger than the target volume. The high-dose volume 
may be considerably reduced by treating the tumor with a series of 
overlapping high-dose slices. Figure 20 shows a target volume reconstructed 
from 8-mm-thick CT scan slices taken at 16-mm intervals over the length of 
the tumor. Figure 21(a) and 21(b) show the AP and lateral projections of the 
target volume. 

Figure 20. Pelvic-node target volume from a CT body scanner displayed at 16-mm intervals to 
aid treatment planning. 
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Figure 22. Diagram showing the overlay pattern for a series of arcing treatments used to 
irradiate a bifurcated pelvic-node target volume. In this representation, all the arcs in each plane 
are considered to be part of the treatment for a single target volume, although over the inferior 
part of the volume, there are two target volumes in each cross section. 

A series of overlapping slices is superimposed onto the projected target 
volumes as shown; each slice is drawn wide enough to enclose all the tumor 
contained within the thickness (50% definition) of the slice. An axial overlay 
pattern is drawn to indicate the extent and magnitude of cross contributions 
along the tumor axis (Figure 22). A trapezoidal-beam profile (Figure 1) is 
used for this purpose, since, for overlaid fields, it gives a better impression of 
the effect of cross contributions from one slice to the next than does the 
simple ideal beam model. For the tumor illustrated, the patient's outlines and 
target volume were entered into a Rad-8 planning computer, and a plan was 
devised for each of the six transverse planes coincident with the six source 
rotation planes [Figure 21(a) and 21(b)]. The arcing configurations are 
shown in Figure 23. The tumor was treated with two files, one irradiating the 
left side of the patient and another the right side. For calculation purposes, 
the two superior arcs were each regarded as one 2400 arc. The dose 
contributions from each of the arcs to points at the intersections of the six 
transverse planes and the isocenter loci were calculated using the products of 
the axial and transverse-plane off-center ratios. The dose weightings from 
each of the six (pairs of) arcing configurations were then empirically adjusted 
to produce an acceptable dose distribution along the isocenter locus. The 
aggregated dose distributions from all the arcs were then calculated for the 
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Figure 23. Arcing configurations used to irradiate a bifurcated pelvic-node tumor. For 
treatment purposes, the two most superior arcs were split into two symmetrical halves and two 
treatment files prepared, one for the right side of the patient and one for the left side. Both start 
from the same superior setting-up mark. 

original transverse planes and for some intermediate planes using the Rad-S 
system "summation of plans" program. Cross contributions from distant 
planes were added as uniform (small) doses over the whole plane, since the 
beam profile degenerates to a low-level (nearly) uniform dose due to leakage 
and scatter. 

The calculation process is very tedious and slow using conventional 
planning systems. It is anticipated, however, that newer planning systems will 
process such plans automatically and quickly. 
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Typical distributions for three planes are shown in Figure 24(a), 24(b), 
and 24(c). It will be appreciated that each plane may be considered as being 
treated with every arc, and the only significant difference between them lies in 
the relative dose contributions as determined by the beam profiles in the axial 
direction. 

7.4. A Note on the Transverse-Plane Track 

Crescent-shaped high-dose cross sections may be useful for treating 
tumors around the chest wall. Techniques for producing such irradiated 
volumes have been described by Proimos et al.,(23) who used a synchronous 
shielding technique. Chung-Bin et al.(24) described a treatment for meso­
thelioma of the pleura using a computer-controlled Varian Clinac-4. This 
unit positions the machine isocenter in the body outline and adjusts the 
gantry angle in accordance with a stored program in much the same way as 
the MS90 CCTCU at the RFH. The isocenter is made to follow a locus 
around the target volume as the gantry angle gradually changes to keep the 
beam tangential to the target. There is also a growing interest in the use of 
moving electron beams for irradiating the chest wall.(25) 

At the RFH, some preliminary work has been carried out by Hu et. al.(26) 

using the RFH tracking cobalt unit. Multiple wedged beams are directed 
tangentially toward the chest wall; a variant of this plan employs continuous 
irradiation as the isocenter travels around the chest wall and the gantry angle 
changes. 

Treatment planning for such target volumes may be carried out using 
conventional planning systems provided that a "balancing" procedure is used 
to determine the dose weightings needed for each beam or at each gantry 
angle. It should be noted, however, that dose calculations for glancing fields 
may be significantly in error unless various corrections are made for the lack 
of scattering material at the outer edge of the tangential beam. 

Target volumes curved in two planes may be irradiated by abutting or 
overlapping a series of single-plane plans having different curvatures in the 
transverse plane, as described previously in type C and type D treatments. 

Figure 24. Examples of calculated dose distributions for three cross sections of a birfurcated 
pelvic target volume (redrawn and simplified from a Rad-8 printout). This plan indicates that 
some adjustment is required, since the isodose pattern is slightly too anterior, and the combined 
dose distribution for the modified plan is similar but complicated by having more beams and 
rotation centers. (a) Dose distribution at CT scan position 236 mm. (b) Dose distribution at 
CT scan position 268 mm. (c) Dose distribution at CT scan position 316 mm. 
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8. TUMOR (TARGET) LOCALIZATION 

8.1. General Considerations 

In order to find the best treatment plan, the radiotherapist must indicate 
the volume to be treated, the position of any sensitive structures that must be 
spared as far as possible, and also the dose and fractionation scheme. If the 
high-dose volume is to be shaped in three dimensions, then the patient's data 
must also be collected in three dimensions. The shape of the body outline, the 
position of the tumor and sensitive structures, and the position and density of 
any heterogeneities must be determined and recorded in a form suitable for 
three-dimensional calculation. Some allowance must be made for un­
certainties in determining the position of the target volume and various 
internal structures, since patients may change in weight and tumors may 
shrink during the course of treatment. 

The CT scanner is the most suitable device for tumor localization and 
measuring tissue densities, and since the CT scanner uses X rays, albeit of 
diagnostic quality, it provides radiation attenuation data that can be used 
with suitable modification at the much higher energy of the treatment 
machines.(27-29) Although the CT scanner produces three-dimensional 
information concerning radiological properties of the tissues and a reference 
framework for repositioning the patient for treatment, this information on its 
own is insufficient for locating the tumor. Considerable experience and 
expertise is needed by the clinician to estimate the likely extent of a tumor, 
and the diagnostic process must be regarded as an integral part of treatment 
planning. Nonetheless, experience from a number of centers shows that 
treatment plans are likely to be significantly altered when CT scans are 
obtained after conventional treatment planning.(3o.31) 

Regrettably, the CT -scanner apertures are often too small to accept the 
patient in the treatment position, particularly if the upper half of the body is 
to be treated. It cannot be emphasised too strongly that for radiotherapy­
planning purposes, one of the main functions of the scanner is measuring and 
recording the shape and radiation-attenuation data of the patient in the 
treatment position. Unsuitable examination couches compound this pro­
blem; couches for treatment-planning purposes must have a flat top and 
should not sag more than the therapy couch on which the patient is to be 
treated. . 

8.2. Tumor Localization for Treatment Planning Using a CT Scanner 

In order to relate measurements on the CT scanner to the treatment 
machine control data, three reference planes must be defined within the 
patient that can be located relative to the CT scanner, the treatment-planning 
computer, and the treatment machine (Figure 25). 
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Figure 25. Diagram showing positions of the reference planes, CT scan markers, and 
magnification gauges used for treatment-planning purposes at the Royal Free Hospital, London. 

With the patient lying in the treatment position on the scanner couch, 
three parallel lines are drawn on the skin with the aid of the scanner centering 
lights or using auxiliary wall and ceiling lights. One of these lines runs down 
the patient's mid line on the uppermost surface to indicate the anatomical 
median plane; it may be helpful to check the alignment of this marker by 
performing an AP scan with a radio-opaque strip along the (provisional) line. 
The other two lines are drawn at a fixed height above the couch top, one on 
either side of the patient, and they serve to define the horizontal (coronal) 
plane. The line of intersection of the median plane and the coronal plane will 
normally be coincident with the rotation axis of the untilted scanner. For 
treatment, the patient will be placed on the treatment couch, which is then 
positioned to bring the three reference lines into the desired relationship with 
the treatment unit isocenter and gantry rotation axis. For planning and 
treatment purposes, all lateral and vertical couch displacements will be 
expressed relative to these reference planes. A transverse reference plane is 
also selected and marked at the CT scanning stage, and all couch axial 
displacements are expressed relative to this plane. 
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Radio-opaque markers are taped along the reference lines so that they 
can be identified on the CT images; some radiographers also use a cross 
marker to show the position of the transverse reference plane, while others 
prefer a visual check of the scanner longitudinal scale when the marked 
reference plane is in the scan plane. 

In addition to serving as reference lines from which the treatment unit 
isocenter displacements may be specified, the three axial reference lines also 
help the radiographer place the patient in the same position (posture) on the 
treatment couch each day. At the RFH, two long parallel markers 15 cm 
apart set into a card are placed under the patient to serve as magnification 
gauges and indicate the position of the couch top. 

In some scanning systems, marked areas may appear as only an 
"overlay" that can be neither stored nor transferred to the planning system 
with the image data; in such cases, regions of interest will have to be entered 
directly into the planning system. Sometimes two or more target volumes will 
occur in the same CT slice, and each of them will have to be transferred to, 
and be identified by, the planning system, which should be able to perform 
the necessary dose calculations on each individual volume. Some therapists 
prefer to mark the target volume(s) and other regions of interest on film or 
other hard copy produced by the scanner; this information is then transferred 
to the planning system via a digitizer. This method precludes the use of the 
CT scan data for "pixel-by-pixel" calculations, and heterogeneities must be 
assigned a "bulk density" by the planner. 

Once the necessary patient data has been stored in the planning system 
and the target volume and other areas identified, the planner prepares a 
suitable treatment plan in accordance with the prescription. Once the plan is 
accepted by the clinician, it is translated by system software into a data file for 
use by the computer that controls the treatment unit. This step is a vitally 
important link in the chain of events leading from the collection of scan data 
to the production of a safe and practical treatment file. It is of the utmost 
importance to ensure that the treatment unit is instructed only to carry out 
operations within its capabilities and that do not endanger the patient. The 
editor program will need information about the treatment machine geometry 
and its operating characteristics, such as gantry acceleration and decelera­
tion, speed of collimator adjustment, dose rate, and so on. The absence of 
sophisticated software of this kind precludes using automatic treatment set­
up and dynamic treatment on many commercial units having computerized 
checking and recording systems. 

8.3. Treatment Simulation 

Clearly, it is impossible to simulate conformation therapy treatments on 
conventional simulators. The only practical long-term approach to this 
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problem involves using the treatment-planning system to carry out a 
computer simulation where patient data, machine geometry and control 
characteristics, and beam data can be combined to display the treatment 
process. 

At present, considerable reliance is placed on phantom measurements 
using film, thermo luminescence dosimeters and other dosimeters to test the 
treatment plan and confirm that the treatment plan has been correctly 
transferred to the treatment unit control computer. These procedures are 
described in the following section. 

9. EXPERIMENTAL VERIFICATION OF TREATMENT 
PLANS 

9.1. Objectives 

It is important to determine the objectives of any tests that are made. 
Such tests may be made to check the suitability of the plan to be used, 
confirm the accuracy of beam models and dose-calculation programs, verify 
that the treatment plan has been correctly transferred from the planning 
system to the machine control computer, or test the operation of the 
treatment machine. 

Differences between calculated and measured dose distributions may be 
due to a number of causes. 

1. There may be a difference between the plan used by the planning 
computer and the machine control computer, due perhaps to simple error, 
such as different plans being compared, or to the interpretation of the plan by 
the two systems. A simple example occurs regularly in conventional 
treatments when the treatment unit carries out a continuous-rotation 
treatment, but the planning computer computes doses for a number of fixed­
beam stations. The effects of such differences in interpretation should be 
carefully considered for complex treatment plans. 

2. The dose-calculation algorithms and beam models may be unsatis­
factory. Problems may arise when doses are to be calculated at points outside 
the useful beam, as conventionally defined. Doses may be arbitrarily set at 
zero outside certain geometric limits, or there may be a failure to correct for 
changes in the beam profile with distance from the principal planes of the 
beam, with changes in the beam length or with tissue thickness. Errors arise 
in rotation treatments because of the limited number of stations selected and 
the limited beam "table" width. These errors may be significant when the 
beam is not directed through the same isocentric point throughout the 
treatment. Corrections for inhomogeneities may give rise to significant errors, 
as in conventional treatments.(32) 
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3. Even if the treatment plan has been correctly transferred to the 
treatment unit's control computer, an incorrect treatment may be given if the 
machine is incorrectly calibrated in terms of dose rate, beam sizes, and 
machine positions and speeds. The machine's control computer can only read 
data sent to it by the machine transducers-it has no way of knowing if they 
have been incorrectly set. If, for example, a collimator potentiometer has 
slipped on its shaft, an incorrect beam size will result. 

No matter how many tests may be performed, it is well to remember that 
the basic aim of the treatment file is only to produce a specific radiation flux 
pattern in space relative to the machine isocenter. The patient must be 
positioned correctly relative to the isocenter by the radiographers. If the 
patient is placed prone instead of supine or with head instead of feet toward 
the gantry, the unfortunate results can be imagined. Further, the treatment 
unit, when in calibration, will deliver exactly the same treatment each day­
even if it is wrong! It is essential for technicians to have a complete 
understanding of the treatment unit and the treatment plan. A "radiation­
free" dummy run should always be performed before treatment begins. 

9.2. Choice of Test Phantoms and Dosimeters 

As stated previously, the only practical approach to routine treatment 
simulation for dynamic treatments is likely to be complete computer 
simulation. However, it will always be necessary to test new treatment 
techniques, and in the short-term phantom measurements are necessary to 
allow treatments to proceed. There are two basic approaches in using 
phantom measurements; viz., 

1. The dose distribution in the patient may be found by measuring the 
distribution in an anthropomorphic phantom, such as the Alderson Rando 
phantom(2), which has a processed real skeleton and artificial lungs. Such 
phantoms are never exactly like the patient, and a decision must be made 
about the equivalent place in the phantom for the target volume and the 
reference planes. The best solution usually is to place the target in the same 
position relative to the spine for patient and phantom. 

Doses measured in the phantom must be converted to those that would 
be received by the patient. Strictly, a point-by-point comparison throughout 
the volume ofinterest is needed. Simple corrections may be made by using the 
phantom TAR/patient TAR ratios along the tumor axis-such corrections 
may be estimated using a conventional planning computer supplied with the 
dominant beam configurations for the phantom and patient outlines. This 
method also provides a check of the phantom and patient TARs over the 
target cross sections. 

2. An alternative approach is to use a simple homogeneous phantom of 
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uniform outline and unit density to confirm that the computed and measured 
dose distributions are in agreement. Provided that the computer algorithms 
and calculation methods are carefully verified for use under these simple 
conditions, the phantom may be used to confirm that the treatment unit has 
performed as intended. This does not prove that the dose distribution in the 
patient will be as intended unless it has also been established that the 
planning system is able to calculate the three-dimensional dose distribution 
for a real patient (or phantom) with lungs and bones. 

If a treatment plan is applied to both the Alderson or similar test 
phantom and to a unit-density phantom by the planning system and if both 
these phantoms are then irradiated using the treatment machine's interpreta­
tion of the plan, valuable information may be obtained. Once it has been 
proved that the planning system gives correct dose distributions for both the 
Alderson phantom and the unit-density phantom, it will be necessary only to 
use the unit-density phantom for routine tests and plan verification. If the 
treatment plan is applied to a standard phantom outline stored in the 
planning system and the same plan applied to a similar instrumented 
phantom by the treatment unit, the distributions may be directly compared. 

9.3. Current Measurement Procedures 

An Alderson Rando phantom is used at present to measure three­
dimensional dose distributions; simple corrections are applied to modify 
these measurements to distributions in the patient. For a complete test of a 
dynamic treatment program, the whole treatment sequence should be 
executed exactly as for treatment. For film dosimetry, it is advisable to 
restrict the dose in order to maintain a reasonably linear dose-density 
response curve. For cobalt units, it is not practical to modify the treatment 
file so that it delivers a proportion of the actual daily treatment dose; the 
accuracy of speed control for couch and gantry, of collimator settings, and of 
the synchronization of machine movements depend on the dose to be given. 
Beam attenuators may be used to reduce the dose provided that they have no 
significant effect on relative doses over the target volume. Measurements 
must be made to determine any corrections to be made for beam hardening 
or changes in the beam profile. The relative effect of collimator leakage 
through and past the attenuator should be tested. On linear accelerators, it 
may be possible to deliver a balanced proportion of the dose over the same 
time by changing the pulse rate. 

For routine tests, TLD LiF microrods 6 mm in length and 1 mm in 
diam. are inserted into small holes drilled in a matrix in each phantom slice. 
Ilford line film in thin plastic bags is placed between each slice along the 
target volume. Film has good spatial resolution but an unreliable dose­
density response curve, dependent on processing conditions and emulsion 
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batch. On the other hand, TLD rods can only be placed at relatively few 
positions over each slice, but they have a linear dose response and with 
proper calibration procedures give reproducible results with small standard 
deviations. Unfortunately, although it is possible to find out how much dose 
each microrod receives, it is not certain from this information where the 
microrod was situated with respect to the high-dose volume. While the 
intended pattern of dose distribution is known, it cannot be assumed that it 
has been achieved. Errors in positioning the TLD rods and the test phantom 
relative to the treatment unit can give a false impression of the effect of the 
treatment plan. The procedure adopted uses TLD rods to calibrate the films. 
Each film lies adjacent to an array of microrods. Situating pins on each 
phantom slice make pressure marks on the films that can then be precisely 
located with respect to the TLD rods. A relationship can then be established 
between the film density and the TLD reading for each film. It is assumed that 
for each film, points of equal density have received an equal dose. 

Both the film and the TLD dosimeters are calibrated to a depth of 
approximately 10 cm in tissue-equivalent material. The same beam at­
tenuator is used to irradiate the Alderson phantom and the calibration 
phantom. A complete calibration curve is usually obtained from the films. 

9.4. Dose Meas!1rements Using a Simple Phantom 

In the tracking technique, the dose delivered is determined by the beam 
length and the tracking speed, which must be accurately controlled. It may be 
argued that with the exception of the axial dose profile, all aspects of the 
machine operation can be checked by direct observation. A simple procedure 
has therefore been devised to test both the treatment plan and machine 
operation by measuring the axial dose profile in a simple rectangular 
phantom. Although this procedure does not test all the machine parameters, 
it does give a rapid method for testing critical aspects of the treatment file, 
and it is used for carrying out reproducibility studies on the axial dose­
controlling parameters and the effects of beam attenuators. 

A copy of the patient's treatment file is modified so that all the 
parameters are fixed except those that control the axial dose distribution, viz., 
the collimator length, tracking speed and couch position, and the radiation 
shutter. The fixed parameters are set to provide a convenient geometry for 
irradiating the phantom. Typically, the gantry is set to direct the beam 
vertically downward, and the couch height and lateral position are adjusted 
to place a line of radiation detectors at the isocentre and parallel to the gantry 
rotation axis. 

The test phantom is designed to accommodate a high-dose volume 
40 cm long and 14 cm wide with a 5-cm margin all around to provide scatter. 
The phantom is made up of 2.0-cm-thick slabs of Perspex, one of which has 
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been drilled with holes at 1-cm intervals to accommodate "Therados" DPD-5 
semiconductor probes. An additional 1-cm slab is also available, and the 
thickness of material overlying the line of detectors can be adjusted in 1-cm 
steps from 1 to 20 cm. For good spatial resolution and a permanent record, 
the phantom will accept film in plastic bags, with each phantom section 
provided with locating pins that also pressure mark the films. One phantom 
slab has a shallow milled groove along the midline to take pairs of TLD 
microrods. 
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Computer Systems for the 
Control of Teletherapy Units 

J.A. BRACE 

1. THE TELETHERAPY UNIT 

1.1. The Royal Free Hospital's Tracking Cobalt Unit 

During the latter part of 1979, a computer-controlled tracking cobalt unit 
was installed at the Royal Free Hospital, London. It is based on a standard 
TEM MS90 unit and operates at 90-cm source-axis distance with a geometric 
field size of 45 x 45 cm at that distance. It has been modified so that it can be 
used either manually or under computer control. The first modification 
added drives for the couch lateral and couch longitudinal movements; the 
longitudinal drive may be operated in positional mode or rate mode. The 
second modification added the computer interface and servo mechanisms as 
shown in Figure 1. The final modification was the addition of a small side 
panel to the radiographers control console, which contains an on/off line 
switch and a key switch that must be set in order for the shutter to be 
operated by the computer.(1-3) 

There are nine parameters that can be controlled positionally and two 
that can be controlled in rate mode; they are given in Table 1. The position 
of all the moveable parameters can be interrogated by the computer, but the 
speeds can be verified only by timing the movement. 

1. A. BRACE. Radiotherapy Department, Royal Free Hospital, Pond Street, London NW3 
2QG England. 
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Figure 1. A simplified diagram of the computer-controlled cobalt unit. 

1.2. Other Computer-Controlled Teletherapy Units 

Most other teletherapy units that have been adapted for computer 
control are linear accelerators.(48) Besides the positional parameters, energy 
and pulse rate can often be controlled as well. For a cobalt unit, speed is 
defined in terms of distance and time, whereas for a linear accelerator, the 
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Table 1. Parameters of the Cobalt Unit That Can Be Controlled by the Computer 

Parameter Range Resolution 

Collimator X 4.0-44.0 em 0.1 em 
Collimator Y 4.0-44.0 em 0.1 em 
Collimator rotation -100.0-100.0 deg 0.4 deg 
Gantry rotation Continuous 0.4 deg 
Couch top longitudinal 0.0-85.0 em 0.1 em 
Couch top lateral - 20.0-20.0 em 0.1 em 
Couch height -51.0-1.0 em 0.1 em 
Couch-floor rotation -100.0-100.0 deg 0.4 deg 
Head rotation -177.0-177.0 deg 0.4 deg 
Couch longitudinal speed - 20.0-20.0 em/min 0.0784 em/min 
Gantry arm speed - 360.0-360.0 degfmin 1.4117 degfmin 
Shutter Open/closed 

analogous parameter is defined in terms of distance and number of pulses. 
This means that by varying the pulse rate, it is possible to limit the physical 
required speeds to within a reasonable and safe range. Independently 
controllable collimators are another refinement sometimes incorporated in 
computer-controlled linear accelerators. 

The control requirements are basically very similar in all computer­
controlled units; however, the methods by which these requirements are met 
differ greatly. A computer-controlled unit consists of three main components; 
firstly, motors, transducers, or tachometers; secondly, a servo mechanism to 
control the motors meet a specified demand; and thirdly, a system to generate 
the demands that will produce the required treatment. The major difference 
between control systems currently in use is the form of the second 
component, viz., the servo mechanism. The Royal Free Hospital's system uses 
hardwired electrical engineering techniques to form the servo system, 
whereas other systems use specially written programs and analogue-to­
digital convertors to perform the servo's function. 

Neither system is ideal. The electrical engineering solution uses tried and 
tested techniques, but it does involve a greater additional cost when the 
computer-controlled unit is bought. The programmers' solution is far less 
expensive initially, since the only additional hardware is usually a multi­
plexor and an AID and a DjA convertor; however, the programming required 
is rather complex and usually involves empirically determined constants.(4) 

The ideal system for conformation therapy would be one where the 
computer specified the position and state that the treatment unit was to 
acquire in the next x pulses or seconds and the control system ensured that all 
parameters moved linearly to this position during the specified interval. 
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2. INTERFACE WITH THE COMPUTER 

2.1. The Royal Free Hospital's System 

To the computer, the treatment unit is a standard 16-bit parallel duplex 
device: There are 16 data lines to the device and 16 from the device; a "flag" 
line to tell the device that the data is valid, and a "ready" line from the device 
to tell the computer that it has received the data and that the data on the 16 
lines into the computer is valid. The 16-bit word from the computer consists of 
three sections, a shutter bit (bit 15), data (bits 14-5), and an address (bits 4-
0). Each of the nine parameters has a read address and a write address. 
Outputting the write address causes the data in bits (14-5) to be latched into 
the servo demand memory; outputting the read address causes the latest 
reading of the addressed parameter to be placed on data lines into the 
computer. Certain parameters have a read address but no write address, e.g., 
the couch top rotation; other parameters have a write address but no read 
address, e.g., the gantry speed. 

Data from the treatment unit consists of two sections, status bits (15-10) 
and data (9--0). Data is the value requested by the last read request, and the 
status bits specify shutter open, treatment start pressed, on-line, ready, head 
pin in, and shutter closed, respectively. 

One write address specifies which drives are to be active (one bit for each 
of the nine drives), and this word is used to deactivate all the drives and close 
the shutter (bit 15 set at 0) should any error occur. This "activate drives" 
word also means that all demands can be set up and then all the drives 
activated simultaneously. Two other write addresses are used to switch the 
unit on and off line. 

All computer-controlled equipment should have some fail-safe mechan­
ism in case the computer or the link to the computer breaks down. The Royal 
Free Hospital's system uses a "twitcher" device whereby a special sequence of 
words must be sent to the therapy unit at least once a second. If this sequence 
is not received, then a latch drops out, deactivating all the drives and closing 
the shutter. The sequence of words is devised so that open or short-circuited 
lines from the computer to the treatment unit result in the correct twitcher 
sequence not being received, thus dropping the latch. 

The method of data transfer is very reliable and safe. It is also a very 
standard form of computer-device interface. With hindsight, it could be 
improved; for example, the addition of a parity bit would reduce the need for 
complex data verification procedures. This method is also limited to a 
maximum of 16 controllable imd readable parameters if a data width of 10 
bits is to be retained. 
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2.2. Other Data Transfer Methods 

If the servo mechanism is not included within the treatment unit, then 
signals between transducers, motor drives, etc., and the computer may be in 
analogue form, with the computer containing the necessary analogue to 
digital convertors or alternatively the treatment unit containing the AjD 
convertors so that digital data is transferred between the computer and the 
device. 

Digital signals may be transferred in parallel form as just described or 
serially. Serial-data transfer involves only three lines in its simplest form, 
although seven wires are needed to meet RS 232C specifications, as opposed 
to 36 lines for a parallel interface. Serial transfer is slower than parallel, and 
special protocols are needed to ensure that data over run (i.e., the fastest 
device continues to transmit data even though the receiver is too busy to 
receive it) does not occur. These special protocols (ENQ, ACK, X-ON, X­
OFF, etc.) mean that transferring pure binary data is complex and differs 
from computer to computer; however, even allowing for the extra circuit 
necessary to convert the serial bit stream into words, the savings in cable 
costs usually make serial the cheapest option. 

The fourth method of transferring data is a standard interface known as 
IEEE 488, GP-IB or HP-IB. This interface was specially designed for 
instrument control and monitoring, and it is becoming very popular on 
nearly all computers. In essence, this 8-bit parallel interface has eight data 
lines, three control lines, and five interface management lines. Up to 15 
devices can be connected to the bus, with each device designated as a talker or 
listener or both. Data lines contain either data or an address depending on 
the state of one of the interface management lines. 

Data transfer is very rapid and accurate. If computer-controlled therapy 
units are to become common, then a standard interface must be used, and the 
GP-IB instrument interface is a prime candidate. 

2.3. Data Format and Codes 

Data within the computer is held as 8, 16, or more bit words. Data 
between a computer and a device may be sent directly in binary form, or 
alternatively, it may be encoded prior to transmission and then decoded 
when received. All codes involve some degree of redundancy, i.e., the number 
of bits necessary to transmit coded information is more than that required to 
hold the original information. This redundancy is used to form control codes, 
e.g., ENQ, ACK, etc. The most common code is ASCII, which uses 8 bits for 
each character; thus, a three-digit number is represented as three 8-bit 
characters, i.e., 24 bits, whereas only 10 bits are needed to store the original 
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information. Other coding schemes are available, e.g., ECBDIC, BCD, etc.; 
however, they are less common. 

Not only numerical values of parameters, but also a method by which 
the therapy unit can associate data with particular parameters must also be 
transmitted. This can be done in two ways: either all data for all parameters is 
transmitted every time, or some way is devised by which data (sent) is 
associated with the correct parameters. The former method is very time 
consuming and error prone in its simplest form, since the computer and 
therapy unit may not remain synchronized. The second method involves 
either preceding data with a special code or as with the Royal Free Hospital's 
system, including the data addresses within the code. 

2.4. Noise Detection and Elimination 

All therapy units work in electrically noisy environments. Although 
every effort is made to reduce noise to a minimum, methods must be 
incorporated to detect noise and if possible eliminate its effects. The Royal 
Free system has no other way of detecting that noisy data arrived at the 
treatment unit than by carefully monitoring the action ofthe unit. Noisy data 
from the unit is more easily detected and corrected. Each parameter is read 
up to eight times until three consecutive identical readings are obtained 
(using the parallel interface, this takes less than 20llsec). This "noise-free" 
reading is then compared with the last reading to verify that it is reasonable. 
If it is not, then up to three more noise-free readings are taken. If a reasonable 
reading still cannot be obtained, it is assumed that a fault has occurred, and 
the therapy unit is halted. 

3. PROGRAMMING THE THERAPY UNIT 

3.1. Basic Methods 

Two basic methods are available for describing the action required by 
the treatment unit. The simplest method describes the motion as the position 
at set intervals, for example, every 5 sec. The alternative method used at the 
Royal Free Hospital describes the motion as a series of states, including time, 
to be reached before the next state is demanded. Typically, these "control 
vectors" will specify the next position and the exposure time to be taken. If 
the shutter is closed, then the time is zero, otherwise, the control program will 
adjust speeds if necessary so that all parameters reach their specified position 
at the specified time. If the specified position is the same as the current 
position, then the unit stays where it is for the time specified. The position of 
the unit is, of course, verified continuously throughout treatment. 
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Each control vector specifies the shutter state; collimator sizes and 
rotation; the couch longitudinal, lateral height, and floor rotation; gantry 
position; head rotation; the couch longitudinal and gantry speed; and the 
time to be taken. These control vectors are created by the editor program and 
checked to be feasible. 

3.2. Modifications to the Basic Method 

Ideally, all drives would be speed controlled and infinitely variable and 
accurate; this not being the case, some modifications are necessary. Firstly, 
only two of our drives can be speed controlled; for the others, a pseudo speed 
routine is used, i.e., the required motion is divided into small steps, and the 
control program automatically issues the total movement as a series of small 
steps at the requisite times. Secondly, if the control vector implies couch 
longitudinal movement and gantry movement, then it is unlikely that both 
demands will be met at the same time. Typically, the couch speed is 
30 mm/min, i.e., 1 mm in 2 sec; the arm speed is 120° /min, i.e., 1 ° in 0.5 sec; 
thus, the couch longitudinal will have the same reading while the arm travels 
4°. For this reason, a "fit factor" is generated as a function of the distance the 
arm has to travel, the distance the couch has to travel, and the time left. The 
next control vector is activated when this fit factor reaches a minimum. 
Thirdly, speeds can be defined in units of only 0.784 mm/min or 1.41°/min, 
and this is often not accurate enough. Speeds are slightly adjusted throughout 
the step to ensure that the arm and couch longitudinals arrive at the specified 
positions when the time interval has expired. 

The use of control vectors greatly reduces the data necessary to define a 
particular treatment; it does, however, imply that all positions are linearly 
interpolated between given positions, which is usually satisfactory. However, 
in order to geometrically cover an ellipse while rotating the gantry from 
minor to major axis, the collimator motion should not be a linear function of 
the gantry angle, but a complex function of the tangent of the angle; in 
practice, the linear interpolation between the major axis diameter and minor 
axis diameter is sufficiently accurate. However, if necessary, an intermediate 
control vector at 45° can be created. 

3.3. Base Position and Safe Starting Positions 

All couch positions, i.e., long, lateral, and height, are specified relative to 
a base position. When the patient is set up using skin marks, the set-up 
position is used as the reference so that all couch movements are relative to 
the set-up position. The longitudinal base position is arbitary; however, the 
lateral and height base positions define a safe range for the couch when the 
patient is set up. The safe range for the couch height is defined initially as 
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within 1 cm of the height calculated, so that the patients' skin marks coincide 
with the machine isocenter. The editor program simulates movements 
involved throughout the treatment and from a knowledge of the geometry of 
the complete unit, the range in which the couch lateral can safely be 
calculated. The patient is assumed to be "contained" within a box of width 
equal to the couch width (28 cm) and of height 40 cm. In practice, collisions 
are more likely to occur between the couch and arm---especially if the wedge 
box is used. If a safe lateral range is impossible with a l-cm tolerance on the 
height, then this tolerance is reduced to 5 mm and then to 2 mm before the 
treatment file is flagged as unsafe. 

Since our unit has only 90 cm source-axis distance (SAD), the distance 
from the face of the collimators to the isocenter is only 45 cm, or 37 cm if the 
wedge box is attached; hence, collision avoidance is critical. The collision 
program works only if the couch top and the couch floor rotations are zero. 

4. THE COMPUTER SYSTEM 

4.1. Hardware 

At the RFH, we use two separate computer systems-one to actually 
control the unit, located under the control desk; the other used by the 
physicist to produce the treatment files, i.e., the set of control instructions for 
the treatment unit. The two computers are linked by a 9600 baud RS 232C 
interface. 

The computer system actually used to control the treatment unit is a 
Hewlett-Packard L-series micro with 128 Kbytes of memory, a 12-Mbyte 
Winchester, a small printer, and a terminal. The system is configured so that 
it automatically boots when the power is turned on, and a menu is displayed 
on the screen; thus, the radiographer or physicist can, by simply pressing a 
function key, execute the RUN-UP program, the actual CONTROL program, the 
DIAGNOSTIC program, the UTILITY program or the LINK program. All 
programs are pass-word protected. 

The treatment-planning system is a Hewlett-Packard series 1000 model 
45 with 128 Kbytes of memory, a fast floating point processor, 14.7 megabyte 
hard disk, calligraphic display, color rastor display, plotter, printer, digitizer, 
two terminals, and a tape unit. As for the microcomputer, the boot-up pro­
duces a menu, so that the physicist can, by pressing function keys, select the 
EDITOR program, the UTILITIES program, or the LINK program. When the 
required program has executed, the menu reappears for the next choice. This 
set of production programs uses only the printer, hard disk, and one terminal; 
all the other peripherals are used by the development system described later. 
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4.2. Software 

4.2.1. FILES 

Both systems at the Royal Free Hospital use treatment files. The 
planning system creates a file, which is transmitted to the control system prior 
to the treatment start date. When treatment has been completed, parts of the 
treatment file are transmitted back to the planning system. The fact that the 
treatment file may be stored in two different systems simultaneously neces­
sitates using an ownership flag associated with each treatment file to prevent 
a file being modified in the planning system while in use in the control system. 

The control system has a journal file that records all the activity on the 
control system; e.g., the treatment of a patient is recorded along with the time, 
the file number, the total exposure time, and whether the treatment ended 
normally or not. This journal can be listed and cleared by only the computer 
scientist using her or his special pass word. 

During the course of treatment, a log record is written to the hard disk 
every 1 or 2 sec. This record contains sufficient information so that if a power 
failure occurs, treatment can be recommenced from the point of power 
failure. This log record is also used as an error log. If an error occurs, then the 
position and state of the unit is recorded along with an error number. Prior to 
the start of any treatment, the log record is read and treatment can be started 
only if the error number is zero; the error log can be cleared by only an 
authorized physicist or the computer scientist. There are over 100 separate 
error codes covering machine faults, operator errors, software errors, and 
computer hardware errors. Any drive failure causes a journal record to be 
written as well as a log record. The journal record specifies precisely which 
drive is faulty and what the symptoms are. 

4.2.2. EDITOR PROGRAM 

The editor program enables the physicist to produce a patient treatment 
file. Each patient may have up to ten treatment files, each of which consists of 
four types of records. Type 1 records contain prescription data; e.g., dose per 
treatment, dose to date, date of next treatment, etc. This record is initially 
created by the physicist using the editor program, but it is updated at the end 
of each treatment by the control program. Type 2 records contain set-up 
data, e.g., safe couch range, wedges that are needed, etc. This record is created 
by the physicist and the collision protection program. The type 3 record is the 
restart record. This record is normally null, but if treatment has been stopped 
before normal completion for any reason, e.g., the patient needs immediate 
attention, then the control program automatically stores the position and 
state of the unit so that treatment can be continued if required. There is only 
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one of each of these record types per treatment file; however, there may be up 
to 32,000 type 4 records, which are the control vectors described previously. 
Each vector must be created by the physicist; however, certain aids are 
available. For example, the program assumes that the next position is the 
same as the current position, therefore the physicist only has to enter the 
changed values; the program will calculate the arm speed for a given 
movement and time, allowing for the finite acceleration and deceleration of 
the arm. A complete treatment file for a simple three-field treatment can be 
produced from the plan in about 20 min. 

The editor program allows treatment files to be created, edited, copied, 
flagged as not to be used, listed, purged, or modified (e.g., couch height 
increased by 1 cm throughout or dose increased by 10%). If a treatment file 
has been sent to the control system or used, then it cannot be changed or 
purged, although it can be copied to another file. 

4.2.3. PLANNING-SYSTEM UTILITY PROGRAM 

The planning-system utility program enables the physicist to list all the 
patients and determine which files exist and which system has them (i.e., 
planning system or control system). This program also enables treatment files 
to be archived and restored by using tapes. 

4.2.4. LINK PROGRAMS 

The two link programs, one on the control system and one on the 
planning system, enable treatment files to be transferred between systems. 
During the transfer of treatment files, the control system microcomputer is 
slaved to the planning system minicomputer. The physicist on the planning 
system activates the link program by pressing a function key; the radio­
grapher then activates the control system link program by pressing a 
function key. The control system terminal is now disabled until the link is 
terminated by the planning-system computer. The physicist on the planning 
system can transmit treatment files to the control system and receive the type 
1 record (the updated dose record) and the type 3 record (the restart record) 
from the control system. Treatment files are purged from the control system 
when they have been successfully received by the planning system. 

4.2.5. RUN-UP PROGRAM 

The run-up program is a control system program that must be run every 
morning prior to the start of any computer-controlled treatment. This 
program is activated by the radiographer pressing the function key, and it 
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operates all the drives in positive and negative directions and in the case of 
the arm and couch longitudinals, in both rate and positional modes. In this 
way, all the drives are thoroughly checked prior to any treatment. Similarly, 
by opening and closing the shutter five times in rapid succession, the shutter 
mechanism is tested. The run-up program includes a 2-min period during 
which all the values of all the variables are read as quickly as possible (over 
1000 times per sec) to detect any noise on the lines. Should any error occur, 
an error log is written, which prevents the unit from being used until the error 
has been investigated. 

4.2.6. CONTROL PROGRAM 

The control program is primarily intended for use by radiographers, and 
it is deliberately designed to follow normal working procedures as closely as 
possible. It is essential to have a test mode of operation, so that the patient's 
treatment file can be run through without updating the patient's treatment 
record. This special test mode is entered by prefixing the patient's name with 
two asterisks; prescription details are not checked or updated. In test mode, 
the system also includes facilities for simulating only the shutter opening, 
zeroing all displacements, and logging actual end-point positions. Having 
entered the patient's name at the terminal and verified the identification, the 
radiographer enters the treatment file number. The program checks to see 
that this treatment is valid, i.e., due today, and that the prescribed dose will 
not be exceeded. If some inconsistency is discovered, e.g., the patient should 
have been treated yesterday, then a warning message is displayed. If the 
inconsistency is due to only dates, probably caused by public holidays, then 
the radiographer can override the warning and continue treatment. If, on the 
other hand, this treatment would cause the prescribed dose to be exceeded, 
then the radiographer cannot override the warning. 

The computer next displays the set-up data on the screen, which is 
relayed to a monitor in the treatment room. These data are taken from the 
type 2 record and include patient-positioning information, wedge numbers, 
and the safe range for the couch. The computer reads the position and the 
state of the treatment unit continuously, waiting for the "ready" line to rise. 
The computer continually updates the display, and if any parameters are 
incorrect (e.g., wrong wedge) or the couch is in an unsafe starting position, 
this particular parameter is highlighted in inverse video on the monitor. 

The patient is placed on the couch in the usual manner, the wedges are 
interlocked, the timer is set, the door interlocked, and the shutter key switch 
turned. Thus, all the normal safety features of the unit still apply. When the 
interlocks, etc., have been set, the computer detects the raised ready line and 
has a final check on the parameters. If any of them are found to be incorrect, 
then the radiographer can choose either to set up again or abort the 
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treatment; only under the test mode can the "treatment" continue. The 
radiographer is now instructed to switch over the treatment unit to computer 
control-alternatively, to unready the unit if treatment is to be aborted. Once 
the program detects that it is in control, it sends a "program active" 
command to the unit, which from now on must ensure that the twitcher is 
activated at least once a second. The radiographer now presses treatment 
start. Under computer control, treatment start does not open the shutter; 
instead, the treatment start line rises. The computer now moves the unit to 
begin treatment position and gives the prescribed treatment. Throughout the 
treatment, the position and state of the unit are displayed on the terminal 
screen. At the end of the treatment, the treatment record is updated, and the 
radiographer is asked to press treatment stop, then switch to manual control, 
and then unready the treatment unit. 

At any time during the course of treatment, treatment stop may be 
pressed. This button, unlike treatment start, does directly close the shutter as 
well as signal the computer. Thus, if the patient needs immediate attention, 
the radiographer can quickly press treatment stop and enter the room. 
Having detected treatment stop, the computer displays a message and waits 
for either treatment start to be pressed, in which case treatment continues as if 
no interruption has occurred, or alternatively, for the ready line to drop, 
which, of course, occurs if the radiographer breaks the interlocks by entering 
the room. Having attended to the patient, the radiographer can either cancel 
the treatment for the day, or set up the patient again in the original position 
and instruct the computer to complete the treatment. In the latter case, the 
computer will move the unit directly to the point of interruption and resume 
treatment while making allowances for the probable change in the reference 
position. If treatment has been canceled for the day, it may be completed next 
time. During treatment, the log record is written at frequent intervals, and the 
journal is updated with treatment details at the end of the treatment. 

4.2.7. DIAGNOSTIC PROGRAM 

There are, in fact, ten different diagnostic programs ranging from a very 
low-level program that enables individual words to be created, transmitted, 
and received, to a program that runs the unit for 1.5 hr and determines the 
constant of motion (e.g., acceleration constant, time to reach maximum 
speed, maximum speed, etc.) for all drives. The shutter timing can also be 
tested over long periods of time if required. 

The most often used diagnostic simply enables the operator to create a 
control vector, i.e., specify position and speeds and then display the position 
of the unit as it moves to the requested position. One of the diagnostics used 
routinely de-activates the twitcher during movement in order to verify that 
the safety mechanism is operating correctly. The existence of such a 
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comprehensive set of diagnostic tools and the error log and journal greatly 
contribute to the very little down time we experience. 

4.2.8. CONTROL SYSTEM UTILITY PROGRAM 

The utility program can be operated on either a low-level security to list 
the journal, display or print treatment files, examine the log record, etc., or it 
can be used by a higher security operator actually to clear the journal or the 
error log. Clearing an error that occurred during treatment causes a restart 
record (type 3) to be created so that the patient's treatment can be continued 
to normal completion if required. 

5. SAFETY AND CONTROL MONITORING 

5.1. Introduction 

Using a computer to control a teletherapy treatment unit introduces 
additional safety considerations. Errors and faults may occur in four areas: 
human error by the radiographer or physicist, computer error in either 
hardware or software, malfunctions of the treatment unit, and finally faults in 
the links between the treatment unit and computers. At the Royal Free 
Hospital we have studied each possible source of error and tried to reduce its 
likelihood of occurrence as much as possible. 

Errors in the treatment unit can be due to either complete failure of a 
drive or, more likely, to the drive continuing to operate while out of 
tolerance as either a rate control drive or a positional drive. The tolerances 
used in the programs depend on the particular action; e.g., if the shutter is 
closed, i.e., between fields, a tolerance of 0 mm and 0° is demanded. If after 10 sec 
a position has not been reached, a tolerance is expanded to 1 mm and 0.4°; if 
this tolerance cannot be satisfied after 30 sec, then an error is flagged. During 
actual exposure, the tolerance allowed varies with the parameter but is 
typically 1 mm and 0.8°. 

5.2. Computer Hardware Errors 

There are two computers in the system at the Royal Free Hospital both 
of which are capable of malfunctioning. In practice, it is very unlikely for the 
actual processing unit and memory to malfunction other than to stop 
working altogether. Most modern computers rigourously check themselves 
every cycle for memory failures and can be set to go into a "hard halt" on 
failure. Therefore, if the control system computer should fail during 
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treatment, it will halt completely; the twitcher will stop, causing the treatment 
unit to halt and close the shutter. 

The most common hardware faults are associated with mechanical 
devices, such as printers, disc drives, etc. The control program operating in 
normal mode does not use the printer, only the terminal and Winchester disk 
drive. The Winchester disk has proved to be very reliable, but as an extra 
precaution, all records, each 32 words long, contain a "checksum" word, 
which is generated and checked every time the record is read. 

5.3. Computer Software Errors 

The main programs at the Royal Free Hospital have now been in use for 
over three years, and nearly 10,000 fields have been given without any 
software errors being detected, but no doubt there are still some bugs in the 
code yet to be discovered, particularly in the less critical parts of coding. 

The treatment file is produced by the editor; the control program 
assumes that it is correct and apart from checking the checksum word when 
reading the file, the control program does not check the file. This means that 
the control program is entirely devoted actually to controlling the unit and 
interacting with the radiographer. The editor, on the other hand, has to know 
the characteristics of the treatment unit, speeds, etc., in order to checR. the 
feasibility of the control vector sequence and also to calculate the time 
necessary for each requested movement. The editor program, therefore, is 
very critical, and it must be very reliable and error free. This has been 
achieved by highly modular programming, structured as much as possible 
with FORTRAN. A secondary program is used to check the primary program, 
which interacts with the planning physicist to produce a treatment file, 
checked for validity and feasibility as it is being created. Prior to use, the 
treatment file must also be verified by the secondary program, which has no 
subroutines in common with the primary program. It is hoped that most 
software errors are detected by this method. 

5.4. Treatment Unit Errors 

The state and position ofthe treatment unit is checked every 1 sec or less; 
originally, tests were based on estimating the distance the parameter should 
have traveled since the beginning movement. This proved not to be very 
satisfactory, since calculations of the estimated position took a very long time 
and also the necessary tolerance on the fast moving parameters, e.g., the 
collimators, could become greater than the expected movement. Most drive 
faults either cause the drive to stop or not to reach the specified position in 
time. Tests have therefore been modified to detect no movement when there 
should be movement and movement when there should be none. This 
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information is backed up by verifying that the position is reached within the 
specified tolerance at the calculated time. Typical faults that have been 
detected and handled safely include sticking collimator blades, faulty wedge 
interlock switches, and excessive oscillation or "hunting" of the floor 
rotation. 

When any error in either hardware or software is detected, the "fast­
path" return sequence part of the control program ensures that the error­
handling routine is executed immediately. The error handler first issues a 
"stop drive close shutters" command and then continues to monitor the 
treatment unit. The terminal displays a message to the effect that the 
computer is stopping treatment. If the computer detects that the shutter will 
not close, it stops sending the twitcher, thereby invoking the treatment unit's 
own close-down procedure, and also sends the "program inactive" word as 
another way of invoking the close-down sequence. Since all normal safety 
mechanisms are operative, the emergency stop buttons could be used by the 
radiographer as a last resort. Having safely halted the treatment unit, the 
error log is written, thus preventing the unit from being used under computer 
control until checked by an authorized person. 

5.5. Communication Link Errors 

Each record that is transmitted across the link between the two 
computers includes a checksum word; furthermore, all records are echoed 
back to the sender, which verifies that the echo matches the original. The link 
between the control computer and the treatment unit is a 16-bit duplex, i.e., 
36 wires: regrettably, there is no parity bit. Noise is detected and eliminated as 
described earlier. An actual fault with the connection to the unit is detected 
by the form of the twitcher words. If there is an open circuit or a short circuit, 
then at least one of these words will be corrupted. Since the treatment unit 
does not receive the valid twitch, it stops the drives and closes the shutter. 

5.6. Operator Errors 

The computer will cause the treatment unit to perform exactly the same 
actions each time the patient is treated; there is no possibility of a collimator 
being set incorrectly or a wedge forgotten. However, if the treatment file is 
incorrect, then the incorrect treatment will be given every time. Although the 
editor program checks the reasonableness of a treatment file, it is impossible 
for it to fully verify that the treatment file is giving the dose intended by the 
doctor. At the Royal Free Hospital, treatment files are created by one 
physicist and then listed and independently checked by another physicist. 

The radiographer must set up the patient correctly as in a normal 
treatment procedure; however, only the patient has to be set up; the computer 
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sets the collimators and other machine parameters, so that a large group of 
errors, i.e., machine-settings errors, are eliminated. Since the computer can 
move the patient before opening the shutter for the first field, the initial set-up 
position does not require the target to be at the machine isocenter. It is often 
more convenient to set up at some other easily definable point, then ask the 
computer to move the target to the isocenter, thereby greatly reducing errors 
due to fatigue or forgetfulness. 

Unfortunately, there is a design fault in the RFH treatment unit that can 
lead to errors. If the radiographer forgets to switch the unit over to computer 
control before pressing treatment start, then the unit acts as a normal manual 
unit; i.e., it opens the shutter, which may mean that the isocenter is not at the 
target. If this does occur, the computer detects the opening of the shutter, but 
since it does not have control, it cannot close the shutter. All the computer 
can do is repeatedly flash a message on the screen, causing the keyboard to 
bleep continually until the shutter is closed by pressing treatment stop. A 
radiographer's error, like all other errors, is logged and the exact exposure 
time is recorded. 

6. FUTURE DEVELOPMENTS 

Four developments are combining that will affect the future of 
computer-control treatment units. Firstly, the CT scanner is becoming a very 
common diagnostic aid, which is forcing radiotherapists to think of targets in 
three dimensions or at least as a series of two-dimensional images. The need 
to shape the high-dose volume in three dimensions, therefore, becomes self­
evident. Secondly, the ubiquitous microchip is playing a more and more 
active role within conventional treatment units, and it should be a relatively 
easy task to interface with a treatment unit control circuit that uses computer 
chips. Thirdly, manufacturers are moving toward "assisted set-up" where, 
e.g., collimators are set automatically at the start of each field. The fourth 
factor is simply that the cost of computers is dropping rapidly, whereas their 
power and reliability is increasing rapidly. It seems inevitable, therefore, that 
computer-controlled teletherapy units will be more common in the future. It 
will be a pity if such units were restricted only to being able to move while 
there was no exposure; i.e., for assistive set-up and movement between fields, 
since this would not permit conformation therapy to be given. 

All the forms of conformation therapy put a considerable demand on the 
planning physicist and dose calculation programs. At the Royal Free 
Hospital, we are studying how computers can assist in generating conforma­
tion treatment plans. The goal of a completely automatic planning system, 
where the target is outlined by the therapist and the computer produces the 
treatment file automatically, is probably not attainable for some time, since it 
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has not yet been fully achieved for simple single-plane treatments. We have 
written an experimental program that does assist the physicist in producing a 
conformation treatment. Currently, patient outlines, inhomogeneities, and the 
target are digitized and fed into the computer. The data will eventually come 
directly from machine-readable CT scanner images on which the radiothera­
pist has "drawn" the target. The physicist must enter the prescription data, 
e.g., dose per treatment, the type of treatment (multiple track, etc.), and the 
longitudinal weightings for the received dose along the track and also the 
percentage dose to be given by track. From these data, the program 
calculates collimator sizes, couch position and speeds, and automatically 
generates a treatment file in about 10 min. The generated treatment files 
agree very well with those calculated manually, but more testing is needed 
before the system can be used for patients. Having created a treatment file, a 
dosimetry system is needed to calculate the dose given during the treatment. 
A typical multitrack treatment can be considered as a series of up to 300 
separate fields, and the effect of each field on each slice must be calculated. At 
present, our dosimetry system uses a very simple off-axis algorithm, but it 
does enable us to determine that no gross errors have occurred. To calculate 
the dose distribution for a typical multitrack treatment over ten slices takes 
about 4 h of CPU bound computing. 
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Measurement of Human Body 
Composition in Vivo 

LEWIS BURKINSHAW 

1. INTRODUCTION 

Until almost the middle of this century, the study of human body 
composition was the province of the anatomist and pathologist, whose 
methods of investigation were dissection and analysis of tissues postmortem. 
Two developments during the 1940s first made practicable the quantitative 
study of human body composition in vivo. The first was the enunciation by 
Behnke and his colleagues of the idea that the body is made up of two 
components, fat and lean tissue, whose proportions in an individual can be 
deduced from the measured density of the body.(l) The second was the 
increasing availability of radioactive isotopes, which can serve as tracers to 
determine the masses of body compartments by dilution. Behnke's method 
required the subject to be weighed under water, and it was therefore 
applicable only to people willing and able to be immersed; the dilution 
method made no such demands on the subject and opened up the study of the 
body's composition in patients with a variety of diseases. 

During the last 40 years, ionizing radiations have been used to study the 
composition of the body in more and more detail. For instance, the mineral 
content of part of a bone can be measured by observing the attenuation of a 
beam of gamma rays passing through it;(2) the amount of potassium in the 
body can be estimated by counting gamma rays emitted by the natural 
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radioisotope 40K;(3) the amounts offive other elements (N, Na, CI, P, Ca) can 
be determined by analyzing the gamma ray spectrum recorded after the body 
has been irradiated with neutrons.(4) 

As techniques proliferate, it is important from time to time to consider as 
objectively as possible how far they advance our understanding of human 
biology in health and disease and to what extent each new technique is an 
improvement over existing methods. These are the aims of this chapter. 

2. AIMS OF STUDIES OF HUMAN BODY COMPOSITION 

Studies of human body composition are, in general, designed either to 
measure the composition of normal, healthy subjects or to assess departures 
from normality. Measurements of normal body composition have both 
fundamental and practical value. At the fundamental level, these measure­
ments yield data about normal growth, maturity, and aging essential for 
developing theories about growth. At the practical level, they provide 
standards of reference against which to judge departures from normality. 
For both purposes, it is necessary to quantify differences between genetic 
groups, differences between sexes within each group, systematic variations 
with age and body size, and the distribution of those seemingly random 
differences between individuals that remain unexplained. 

Studies of abnormal body composition may still involve measuring 
healthy people, for not all abnormalities, in the sense of significant deviations 
from the normal mean, are disadvantageous. Examples are studies of the 
body composition of athletes(5, 6) or people living in extreme environments.(7) 
Nevertheless, abnormalities of body composition are often associated with 
disease and may be studied either in the hope of elucidating di~ease processes 
or as a means of monitoring the progress of a disease or its response to 
treatment. 

3. SELECTION OF ASPECTS OF BODY COMPOSITION 
TO BE MEASURED 

As pointed out by Siri(8) in 1956, "the gross composition of the body can 
and has been described in a variety of ways, ranging from a tabulation of its 
elemental constituents to a description of the proportions of its specific 
organs." Since 1956, tabulations have become if anything more exhaustive, as 
instanced by the compilation of "Reference Man,"(9) and the detailed study of 
the elementary composition of individuals has been facilitated by the 
development of in vivo neutron activation analysis.(lO) On the other hand, 
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there have been no universally accepted advances in methodology for 
measuring the masses of organs and tissues in vivo. 

The amount of detail required depends on the object of the investigation. 
If it is to accumulate data on normal subjects for heuristic purposes, then all 
information, in any degree of detail, is admissible. If the object is to study a 
specific abnormality, then an analysis should be chosen to suit the problem. 

Elementary analysis of the body is seldom of interest in itself. The most 
important exception is perhaps body potassium, which has been extensively 
studied in investigations designed to reveal intracellular deficiency of the 
ion. (11) More often, body elements are measured as a means of estimating the 
mass of some functional component of the body. For instance, potassium 
serves this purpose also as a measure of the mass of fat-free tissue (Section 
5.4). 

For many purposes, it is highly informative to divide the body into fat 
and the fat-free tissues; that is, to estimate the sizes of the body's main energy 
store and its active, metabolizing component. This was first made practical 40 
years ago when Behnke and his colleagues(1) developed whole-body densi­
tometry into a workable technique, and a great deal of work on body 
composition has since been based on this two-component model. 

Nevertheless, it is clearly a gross oversimplification to treat fat-free 
tissues as a single homogeneous entity. Even in healthy people, relative 
proportions of such tissues as skeletal muscle and bone are of interest, and 
any study of body composition in disease should be concerned with changes 
in the make-up, as well as the amount, of lean tissue. 

In his 1956 review, Siri(8) pointed out that the chief functional 
constituents of the body are water, fat, protein, and minerals, which, apart 
from a few hundred grams of carbohydrate, and even smaller amounts of 
other organic substances, form the entire bulk of the body. He therefore 
considered that analysis of the body into these four components would be of 
immediate physiological and clinical interest. At the time, it was impossible to 
measure the masses of protein and minerals in vivo. However, as will be 
explained in Section 6, this obstacle has since been removed by the 
development of in vivo neutron activation analysis, and the idea has been 
revived and applied successfully to the study of nutritional problems in 
surgical patients. (12) 

Fruitful though this approach may be, the information that it gives is 
limited, for water, fat, protein, and minerals function only when organized 
into tissues. An analysis that gave the masses and compositions of at least the 
major tissues that go to make up the total fat-free mass should be more 
informative. Some progress has been made: Total body caicium, and hence 
skeletal mass, can be measured by in vivo neutron activation analysis (Section 
4.3), and a few methods of measuring the mass of skeletal muscle have been 
proposed (Section 7.2), though none has as yet been satisfactorily verified. 
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Thus, it is now technically feasible to analyze the living human body in a 
variety of ways. The present methodology of each approach, and possible 
future developments, will be reviewed in the following sections. 

4. DETERMINATION OF THE ELEMENTARY 
COMPOSITION OF THE BODY 

4.1. Analysis of Tissues at Biopsy or Postmortem 

At first sight, it may seem inappropriate to discuss direct analysis of 
tissue samples, particularly of samples taken postmortem, in a review of 
methods of measuring human body composition in vivo. Nevertheless, 
although the measurements are not carried out on the intact human body, 
data acquired in these ways are invaluable aids in assessing and interpreting 
the results of less invasive methods. 

In a few instances, whole body analyses by chemical means have been 
used to check results from other methods. To calibrate their method of 
measuring total body calcium by in vivo neutron activation analysis, Nelp et 
alY3) irradiated and measured five cadavers, then related the observed 
counting rates to the masses of calcium in the cadavers, determined by ashing 
and chemical analysis. Chemical analyses of monkeys have been used to 
check a method of estimating total body potassium from measurements of 
natural radioactivity,(14) and analyses of pigs have been used to check the 
determination of body nitrogen from the measured intensity of prompt 
gamma radiation emitted during neutron irradiation.(15) 

In a more general way, published analyses of tissues serve to check that 
new methods at least give results of the correct order of magnitude. Perhaps 
more importantly, these analyses provide the basis for interpreting in vivo 
measurements. For instance, tissue analyses have shown that water consti­
tutes approximately 73% of the fat-free tissues;(l6) since all the water in the 
body is in fat-free tissues, this factor is frequently used to estimate the fat-free 
mass of an individual from total body water measured by isotopic dilution 
(Section 4.2). Similarly, four published results of cadaver analyses gave the 
average potassium content ofthe fat-free body as 68.1 mmolY 7) This value is 
widely used to estimate fat-free mass from measured total body potassium 
(Section 5.4). Average values of the concentration of potassium in biopsies of 
skeletal muscle have been incorporated into models used to estimate muscle 
mass in vivo (Section 7.2). 

Tissue masses estimated on the basis of such conversion factors can at 
best be only approximately correct, because the factors themselves are 
approximate average values. Widdowson(18) has outlined the difficulties of 
cadaver analysis, and many of the cadavers analyzed could scarcely be 
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regarded as of normal composition. The composition of individual tissues is 
not universally constant; for instance, muscle biopsies give evidence of 
variations of electrolyte concentrations in wet muscle not only between 
individual subjects, but also between muscles in the same individual and 
between sites in the same muscle,09, 20) 

4.2. Isotopic Dilution 

To measure the exchangeable mass of a body element by dilution, the 
patient is given a small dose T of a tracer, often a radioisotope of the element, 
either orally or intravenously. The tracer is allowed to reach a steady 
distribution within the body, and during the equilibration period the amount 
of tracer excreted E is measured. A sample of plasma or urine is then taken, 
and concentrations of the stable element m and tracer t in the sample are 
measured. Then the exchangeable mass of the element M is given by 

T-E 
M=--m 

t 
(1) 

For the dilution method to be successful, the administered tracer must 
mix rapidly and uniformly with the majority of the element to be measured, 
and only a small amount of tracer must be excreted during the mixing period. 
In practice, this limits the method to measuring the electrolytes potassium, 
sodium, and chlorine, and even the last of them is usually determined 
indirectly. For lack of a radioisotope of chlorine of convenient half-life, 
exchangeable chlorine is estimated by dilution of 82Br (half-life 36 hr). 
Methods have been developed to the point where all three elements can be 
determined simultaneously with precision of the order of 3 to 4%,(21) and all 
three have been used extensively in clinical research.(22) 

A practical disadvantage of dilution methods is that 24 hours must pass 
for the tracer to equilibrate, or up to 48 hours in disease.(21, 23) A more 
fundamental problem is that, even after apparent equilibrium has been 
reached, the tracer has not exchanged completely with all of the element, and, 
therefore, the measured exchangeable mass is less than the total body 
content. 

In the case of potassium, Moore(24) is convinced that the discrepancy is 
less than 0.5%. However, direct comparisons between exchangeable and total 
body potassium, the latter measured by whole-body radiation counting 
(Section 4.3), do not support this conclusion. One comparison carried out in 
our laboratory,(25) and others cited by Belcher and Vetter,(21) suggest that the 
mean discrepancy is of the order of 5%, while others(23. 26. 27) indicate that, in 
some diseases, exchangeable potassium underestimates total body potassium 
by 30 to 40% at 24 hr and by 10 to 15% at 48 hr. Reviews of comparisons of 
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exchangeable sodium with total body sodium determined by in vivo neutron 
activation analysis(28.29) suggest that 20 to 30% of total body sodium is 
nonexchangeable. 

4.3. Measurement of Natural or Induced Radioactivity 

Potassium is unique among the essential body elements in that it emits 
penetrating gamma rays that can be measured by radiation detectors placed 
around the body. Gamma rays, of energy 1.46 MeV, are emitted following the 
decay of the natural radioisotope of potassium 4°K, which is present in 
constant proportion in all natural potassium. Therefore, the total mass of 
potassium in the body can be estimated from the measured intensity of the 
emitted gamma radiation. This technique originated in our laboratory(30) 
and as sensitive whole-body radiation counters have become available, has 
been developed here and elsewhere into a clinically acceptable procedure 
capable of measuring total body potassium with a standard error of 3 or 
4%,13) 

The principle of this technique has been applied to measuring other 
elements by activating them artificially. These developments and their 
present status are fully described elsewhere;(1O) therefore, only the principles 
of the most widely used method, in vivo neutron activation analysis, are given 
here. 

When the body is irradiated with fast neutrons, penetrating gamma rays 
are emitted during irradiation and for some time afterward. These gamma 
rays are products of interactions between neutrons and atomic nuclei in the 
body, and their energies are characteristic of the nuclei that emit them. 
Therefore, if energy-sensitive radiation detectors are placed around the body, 
a complex spectrum of gamma ray energies is acquired that can be analyzed 
to give the total amounts of some elements in the body. In order of 
abundance, the essential elements that can at present be measured are 
oxygen, carbon, hydrogen, nitrogen, calcium, phosphorus, sodium and 
chlorine. 

We at Leeds have devised a clinically acceptable system that simulta­
neously estimates the total body contents of potassium, nitrogen, calcium, 
phosphorus, sodium and chlorine, with accuracies of a few percent, by 
analyzing the gamma ray spectrum acquired after irradiation with 14-MeV 
neutrons.(4) We also originated a method of estimating total body carbon in 
vivo by counting the 4.43-MeV gamma rays emitted during irradiation as a 
result of inelastic scattering of fast neutrons by carbon nuclei.(31) With our 
present prototype apparatus, carbon has to be determined separately from 
the other six elements. However, we are currently developing new apparatus 
that will estimate all seven elements with one irradiation of the patient. The 
analysis will then be extended to estimate hydrogen from the measured 



Measurement of Human Body Composition in Vivo 119 

intensity of its neutron capture gamma rays and oxygen from the activity of 
16N created by the reaction 160(n, p)16N.(32) 

The conspicuous advantage of nuclear-activation techniques over 
isotopic dilution (Section 4.2) is that, unless specifically designed to measure 
only part of the body, these techniques unequivocally measure the total-body 
content of each element. Their most frequent clinical applications to date 
have been in measuring nitrogen, and, hence, protein (Section 6) and calcium, 
as a measure of bone mineral mass (Section 7.1). 

5. ESTIMATION OF THE MASSES OF FAT AND 
FAT -FREE TISSUE 

5.1. Estimation from Body Density 

This method, first established as a reliable technique for human studies 
40 years ago by Behnke, Feen, and Welham(1) is still widely regarded as the 
most absolute way of measuring body fat. The method relies on the 
assumption that fat and the fat-free tissue have different but constant 
densities, in which case it can be shown that the fraction of body weight that 
is fat (f) is related to body density (p) by the equation 

4950 
/=--4.50 

p 
(2) 

The numerical values in this equation are correct if the densities offat and fat­
free tissue are 900 and 1100 kg/m3, respectively,<33) and p is expressed in 
kg/m3. Other values have been proposed,(8.34) but they seem to have no 
better claim to accuracy than the round figures quoted. The value 900 kg/m3 
is the measured density of human fat at 37°C;(35) the value 1100 kg/m3 was 
calculated by Siri(33) for lean tissue composed of 72% water, 21 % protein, and 
7% mineral, and it is consistent with the report by Behnke, Osserman, and 
Welham(36) that they had never found measured body density to exceed this 
value even in their leanest subjects. 

Body density is found by dividing measured body weight by body 
volume. Body volume is most commonly determined according to Archi­
medes' principle by weighing the subject in air and under water and 
correcting for the volume of air in the lungs. This technique has been 
reviewed by Siri.(8) It is capable of high precision: published standard 
deviations of repeated measurements of body density in subjects of presumed 
constant composition range from 0.8 kg/m3(37) to 4.3 kg/m3,(38) all less than 
1% of the measured density. A typical value is 2.3 kg/m3.(39) Suppose that 
repeated measurements of the density of a subject show this standard 
deviation and a mean of 1055 kg/m3, corresponding to a fat content of 19.3% 
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(13.5 kg if body weight is 70 kg, i.e., the composition of Reference Man(9»). 
Then it can be shown that the standard deviation of the fat values will be 
1.02% of body weight, or 0.72 kg of fat, i.e., 5.3% of the subject's fat content. 
Thus, a precision of 0.2% in determining body density results in a precision of 
the order of 5% for body fat; the fat-free mass, as the larger component, is 
determined with better precision (1.3% in this example). In these calculations, 
as in other calculations of errors in this section, errors in measuring body 
weight are neglected. Even including true variations in body weight, the 
coefficient of variation of repeated measurements should not exceed 0.5%. (40) 

The densitometric method has been widely used to analyze the 
composition of healthy subjects, but it has no place in clinical investigations. 
It is clearly impracticable to immerse ill patients in water, and alternatives to 
underwater weighing, such as measuring the displacement of helium gas,(S) 
have not been developed into workable clinical procedures. Furthermore, the 
accuracy of the method will be impaired if the composition (and, hence, the 
density) of the fat-free tissues is changed by disease. 

Such a change is likely to occur, for instance, when patients lose weight 
following a surgical operation. Kinney et ai.(41) found that, during the first ten 
days after major surgery, male patients lost on an average 6% of their body 
weight and that the tissues lost were composed of 13% fat, 77% water, and 
10% protein. Assuming that the loss of minerals over this short period is 
negligible, the patient is left with fat-free tissues containing relatively less 
water but more protein and minerals than before; the average density of the 
fat-free tissues is therefore increased. 

To estimate the magnitude of the effect, consider a hypothetical male 
patient whose initial body composition is as shown in the first column of 
Table 1. This patient has the body weight and fat content of Reference 

Table 1. Initial and Final Composition of a 
Hypothetical Surgical Patient" 

Initial mass Mass loss Final mass 

Water 40.9 3.2 37.7 
Protein 12.0 0.4 11.6 
Minerals 3.6 0.0 3.6 
Fat-free 56.5 3.6 52.9 
Fat 13.5 0.6 12.9 
Total 70.0 4.2 65.S 
Density 1055 1059 

"The patient is assumed to lose tissue of the composition 
reported by Kinney et al., 1968. Body densities are calculated 
assuming the densities of fat, protein, and water given by Siri, 
1956; the initial density of the fat-free mass is 1100 kg/m'. 
Masses are given in kg and densities in kg/m'. 
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Table 2. True and Calculated Body Composition of the Hypothetical Patient in Table r 

Final values Mass losses 

Mass Error Error 

True Calculated (kg) (%) True Calculated (kg) (%) 

Fat-free 52.9 54.3 +1.4 +3 3.6 2.2 -1.4 -39 

Fat 12.9 11.5 -1.4 -11 0.6 2.0 +1.4 +233 

a The calculated values are derived from the final body density using Eq. (2). Masses are given in kg. 

Man,(9) and the amounts of water, protein, and minerals are such as to give 
the fat-free tissues a density of 1100 kgjm 3, assuming that water, protein, and 
minerals have densities of993, 1340, and 3000 kgjm3P3) Then, assuming that 
fat has a density of 900 kgjm 3,<33) an accurate measurement of body density 
would give a value of 1055 kgjm 3, which when substituted into Eq. (2) would 
estimate correctly the proportion of fat in the body. 

Now, suppose that the patient loses 6% of body weight (4.2 kg) 
containing fat, water, and protein in the proportions found by Kinney et 
al.(41) The composition of the material lost and the final composition of the 
body are given in Table 1. With this final composition, an accurate 
measurement of body density would give a value of 1059 kgjm 3• However, 
the density of the fat-free tissues is now 1106 kgjm 3 rather than 1100 kgjm 3 as 
was assumed when Eq. (2) was formulated. Therefore, when the final body 
density (1059 kgjm3 ) is substituted into Eq. (2), the proportion of fat in the 
body is estimated inaccurately. Table 2 shows that the error is equivalent to 
1.4 kg of fat, i.e., 11% of the fat content and 3% of the fat-free mass. Table 2 
also shows that the loss of fat is overestimated by more than 200% and the 
loss of fat-free mass is underestimated by 39%. 

This example shows that the accuracy with which body fat and changes 
in body fat can be estimated from body density is impaired by typical 
pathological changes in the composition of the fat-free tissues. There would 
seem to be little point in trying to adapt the technique for clinical use. 

5.2. Estimation by Anthropometry 

Because body density can be measured successfully only by skilled 
operators working under laboratory conditions with motivated subjects, 
simpler alternatives have been devised. The aim is to estimate body density, 
and hence total body fat content, by measuring the thickness of subcutaneous 
adipose tissue, with or without measuring body dimensions. To establish 
such a technique, the chosen thicknesses and dimensions, and body density, 
are measured in groups of suitable subjects. The results are expressed as 
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mathematical relationships between body density and the other measured 
quantities, which are then used to estimate body density for subjects whose 
density has not been measured directly. 

Lohman(42) has recently reviewed techniques for estimating body fat 
from skinfold thicknesses. His survey of 23 samples of subjects gave a 
pooled standard error of estimated density of 7.0 kg/m3 for young adult 
males, or 9.1 kg/m3 for all other subjects. Applying the smaller value to the 
hypothetical subject of density 1055 kg/m3 (Section 5.1), the standard error of 
the fat content estimated from Eq. (2) is 3.1 % of the body weight of70 kg, i.e., 
2.2 kg of fat; this is 16.1 % of the mass of fat in the body. Once again, the fat­
free mass, as the larger component of body weight, is estimated with a smaller 
relative error; in this case, 3.9%. Thus, these methods give only rough 
estimates of the masses of fat in individuals but should accurately estimate 
mean values for groups of healthy subjects. 

Systematic differences are found between skinfold measurements made 
by different operators on the same subjects. In our laboratory, using the 
method of Durnin and Womersley,(43) we found differences equivalent to a 
difference of 4% in the mass of fat in the body of a typical man,(44) i.e., 0.5 kg 
for Reference Man. (9) This is less than the standard error of the estimated fat 
content of an individual (2.2 kg). 

The precision of this type of method is high. Hill et al.,(12) also using 
Durnin and Womersley's method,(43) estimated from the observed precision 
of the skinfold measurements that body fat was determined with a precision 
of 0.3 kg. In an unpublished study in this hospital, Blackett measured the 
skinfold thicknesses of ten patients three times in one day and found the 
precision of their estimated fat contents to be 0.22 kg, or 2.4% of the mean 
value. These figures compare favorably with the precision obtainable when 
body density is measured directly (0.7 kg; Section 5.1). 

Figures in this section for the accuracy with which fat and fat-free mass 
can be estimated from measured skinfold thicknesses apply only if the 
subjects measured are typical of the groups of healthy subjects whose data 
were used to establish the method. The accuracy of estimation for subjects 
of abnormal body composition is uncertain; our oWll data suggest that it may 
be similar to that for normal subjects. In one study, fat-free mass estimated 
from skinfold thicknesses in 24 surgical patients and nine healthy volunteers 
was compared with total body nitrogen measured by neutron activation 
analysis in the same subjects.(45) The two variables were highly correlated, 
and their values were consistent with a mean concentration of nitrogen in the 
fat-free tissues of 34 g/kg, tne value found by Widdowson(18) from cadaver 
analysis. 

In a further study,(46) we analyzed data from 81 surgical patients (40 
women and 41 men) who had lost, on average, 6 kg (10%) of body weight. 
Fat-free mass was estimated in three ways: (1) from skinfold thicknesses,(43) 
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(2) from total body nitrogen (assuming 34 g of nitrogen per kg), and (3) from 
total body water (assuming 730 ml water per kg; Section 5.3). The data were 
analyzed by factor analysis to estimate (1) the linear relationships between 
the three measures and (2) the component of the variance of each that was 
not associated with variations in the other two; the latter was taken to be an 
estimate of the random error variance of each method (Section 8.2). The 
slopes of the relationships were found to be close to unity, and the standard 
error of fat-free mass derived from skinfold thicknesses was found to be 
3.2 kg, in reasonable agreement with the standard error of estimate of 2.2 kg 
given earlier in this section. Thus, in these patients, fat-free mass estimated 
from skinfold thicknesses was related to other measures of the same quantity, 
and had approximately the same standard error, as would be expected in 
healthy people. This finding suggests that the accuracy of the skinfold method 
was not seriously impaired by disease and loss of weight. 

In summary, skinfold-thickness measurements are a relatively simple 
means of estimating fat and fat-free mass; the estimates they give are precise 
but not very accurate for an individual subject. There is some evidence that 
the methods are not markedly less accurate for wasted patients, but more 
thorough studies are required, including investigations of the effects of 
specific abnormalities, such as edema. 

5.3. Estimation from Total Body Water 

Fat is anhydrous, and, therefore, all the water in the body is contained in 
the fat-free tissues. If the proportion of water in the fat-free tissues is assumed 
constant and is known, then fat-free mass can be calculated directly from 
measured body water. 

Total-body water can be determined by dilution (Section 4.2). According 
to a review by Sheng and Huggins:47) the first measurements were made 50 
years ago, using as tracer water in which one of the hydrogen atoms was 
replaced by deuterium. During the late 1940s and early 50s, such compounds 
as antipyrene enjoyed a brief vogue as tracers, but at present, the most 
commonly used tracer is water labeled with tritium, a p-emitting radionuclide 
that can be assayed accurately by liquid scintillation counting. The analytical 
standard error of this technique is approximately 11.(21,48) 

There is some evidence that dilution oflabeled water overestimates body 
water because of the exchange of the label with nonaqueous hydrogen; in 
some species of animals, the discrepancy may be as much as 15% of body 
weight.(47) The size of the error in humans is unknown, but it has been 
estimated to lie between 0.5 and 2.0% and is usually neglected. 

Assuming that body water can be measured accurately, a value for the 
proportion of water in the fat-free tissues is required. A value of 73.2%, based 
on analyses of animals by Pace and Rathbun,(16) is often used, but in a survey 
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of eight published analyses of adult human cadavers, Sheng and Huggins(47) 
found values ranging from 70.1 to 82%, with a mean of 74.8%. If the fat 
content of each cadaver was estimated using the value of 73.2%, mean 
estimated fat content was 1.9 kg (21%) less than mean measured fat content. 

Thus, the accuracy with which fat and fat-free mass can be estimated 
from measured body water is uncertain. The analytical standard error (11 of 
water) is equivalent to 1.4 kg of fat-free mass or fat, i.e., 2.5% of the fat-free 
mass and 10% of the fat content of Reference Man.(9) Factor analysis of data 
from 81 surgical patients(46) (Section 5.2) suggests that values for fat-free 
mass derived from body water contain more random error than values 
determined from skinfold thicknesses or total body nitrogen. The standard 
errors were 5.5 kg, 3.2 kg, and 3.4 kg, respectively. 

5.4. Estimation from Total Body Potassium 

Potassium is another constituent of fat-free tissues that is not present in 
fat. Therefore, as with water, if its average concentration in the fat-free tissues 
is a known constant, fat-free mass can be determined directly from total body 
potassium. As explained in Section 4.3, total body potassium can be 
determined with a standard error of about 4% by measuring the natural 
radioactivity of the body. 

The choice of a value for the average concentration of potassium in the 
fat-free tissues has been the subject of controversy(49,50) that is still 
unresolved. The value of 68.1 mmol/kg, derived by Forbes, Gallup, and 
Hursh(17) from analyses of one female and two male cadavers, together with 
an earlier result from the literature, has been adopted by many workers. 
However, a review of published measurements of body potassium and fat-free 
mass in vivo(50) gives average values about 3% lower for men and 15% lower 
for women. Forbes himself has proposed a value 5.8% lower (64.15 mmol/kg) 
for adult women,(51) and there is evidence that the concentration is still lower 
in older people.(52) A study of our own and other workers' data, suggests that, 
regardless of age or sex, the concentration tends to be higher in people with 
higher fat-free mass. (81) 

The analytical error in measured body potassium is equivalent to a 
standard error of 2.2 kg of fat-free mass or fat (assuming 3580 mmol of 
potassium in 56.5 kg of fat-free tissue(9»); this is equivalent to 4% of the fat­
free mass and 16% of the fat content of Reference Man.(9) However, because 
of the uncertainties just mentioned, masses of fat and fat-free tissue can be 
determined only approximately from total body potassium even in healthy 
subjects, and values found for patients, whose potassium status may be 
abnormal, are presumably even less reliable. It might be better to interpret 
total body potassium as a measure of something other than the total fat-free 
mass: Moore and his colleagues(22, 24) use total body potassium as a measure 
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of cell mass, and since skeletal muscle contains a higher concentration of 
potassium than most other tissues,(9) it figures in several proposed methods 
for estimating muscle mass (Section 7.2). 

5.5. Estimation of Total Body Fat by Dilution 

In all the methods described in Sections 5.1-5.4, the mass of one 
component is found by subtracting the mass of the other from body weight. 
Therefore, assuming that body weight is measured with negligible error, the 
errors in the two components, in units of mass, are equal and opposite, and 
the percentage error in body fat, the smaller component, is larger than that in 
fat-free mass. In consequence, when fat-free mass is estimated from total body 
water or potassium (Sections 5.3 and 5.4), the percentage error in the 
measured fat content is predictably greater than the percentage error in the 
actual measurement by a factor of four for a subject with the composition of 
Reference Man.(9) A better alternative would be to measure the body content 
of some substance present in only fat; then body fat would be estimated with 
the percentage error of the measurement technique, and fat-free mass with a 
smaller percentage error. 

Fat has no unique natural constituent that can be measured in vivo, but 
certain substances are much more soluble in fat than in other body tissues 
and can therefore, in principle, be used to measure total body fat by dilution. 
Techniques have been developed using fat soluble gases, usually cyclo­
propane or radioactive 85Kr,(53.54) which are capable of precisions of 6 to 
8% (about 1 kg of fat for Reference Man(9)). These methods seem unlikely to 
be used in general, since they require the subject to wear a mask or helmet 
continuously for periods from 2 to 9 hr. 

5.6. Estimation of Body Fat from Total Body Carbon, Nitrogen, and Calcium 

Although fat has no unique natural constituent that is measurable in 
vivo, it does contain a higher concentration of carbon than do fat-free tissues. 
Therefore, we have developed a technique for estimating total body fat from 
measured total body carbon, nitrogen, and calcium. 

Total body carbon is determined by counting the 4.43-MeV gamma rays 
emitted when fast neutrons are scattered inelastically by carbon nuclei.(31) 
Total body nitrogen and calcium are determined by in vivo neutron activation 
analysis.(4) Body carbon is assumed to be contained entirely in fat, protein, 
and bone mineral, forming 77% offat and 52% of protein and being present in 
bone mineral in the proportion of 740 gjkg of calcium.(9) Body protein is 
calculated by multiplying total body nitrogen by 6.25, assuming that 16% of 
the mass of protein is nitrogen and the body contains a negligible amount of 
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nonprotein nitrogen. All the calcium in the body is assumed to be in bone 
mineral. These considerations lead to the formula 

TBC = 0.77 TBF + 3.25 TBN + 0.74 TBCa (3) 

where TBC, TBF, TBN, and TBCa denote total body carbon, fat, nitrogen, 
and calcium, respectively. Hence, 

TBF = 1.30 TBC - 4.22 TBN - 0.96 TBCa (4) 

From the observed precisions of the measured quantities (i.e., the standard 
deviations of repeated measurements of an anthropomorphic phantom), the 
precision of the body fat of Reference Man,(9) calculated from Eq. (4) is 
0.66 kg, or 4.9%. The precision of fat-free mass is 1.2%. 

At this early stage of development, the accuracy of this method is 
uncertain. If it is equal to the precision, then the method is as accurate as 
densitometry (Section 5.1) and considerably more accurate than the other 
three methods described in Sections 5.2-5.4. Because this method relies on 
measuring the basic chemical constituents of the body, it is likely to be more 
accurate than alternative methods for patients with abnormal tissue 
composition. 

6. ANALYSIS OF THE FAT-FREE MASS INTO WATER, 
PROTEIN, AND MINERALS 

The methods discussed in Sections 5.1-5.4 are all to some extent vitiated 
by uncertainties in the composition of fat-free tissues. Therefore, there is a 
strong case for measuring the primary chemical components of the fat-free 
tissues: water, protein, and minerals. This breakdown is potentially more 
informative than a simple estimate of total fat-free mass, and the latter can be 
found, if required, by adding the masses of the components. 

A composite technique has been described by Hill et al.,(12) who 
determined protein and minerals by in vivo neutron activation analysis. 
Protein was calculated by multiplying total body nitrogen by 6.25 (Section 
5.6), and the mineral content was approximated by the sum of the masses of 
potassium, sodium, chlorine, phosphorus, and calcium. Water was not 
measured directly; instead, fat was deduced from measured skinfold thick­
nesses,(43) and water content was found by subtracting protein, minerals, and 
fat from body weight. In a subgroup of patients, the researchers also 
measured body water by dilution and found satisfactory agreement between 
body weight and the sum of the four components. 

We have found this to be a fruitful way of studying the body composition 
of surgical patients, but only because we have in vivo neutron activation 
analysis available to measure body protein directly. In principle, this 



Measurement of Human Body Composition in Vivo 127 

important component could be found as a difference if the other three were 
measured, but since protein forms only about 15% of the total body,(9) any 
such estimate would be very inaccurate. 

Given that protein and minerals can be measured, which of the other 
two components should be measured? An obvious answer is to measure both 
and compare the sum of the four components with body weight as a check on 
the overall accuracy of the techniques. Otherwise, the author's preference is to 
measure body water, which seems more likely to be correct when body 
composition is abnormal than commonly available assays of total body fat 
(Sections 5.1-5.4). Furthermore, body water can often be measured when 
body fat cannot; thus, Siwek,<55) by subtracting water, protein, and minerals 
from body weight, was able to determine body fat in patients so obese that 
neither body density nor skinfold thicknesses could be measured. If this 
method is applied to Reference Man,(9) body fat and fat-free mass (the sum of 
water protein and minerals) are estimated with a standard error of 1.3 kg, 
which is 10% of body fat and 2.3% of the fat-free mass. 

7. ESTIMATION OF THE MASSES OF INDIVIDUAL 
TISSUES 

7.1. The Skeleton 

The body contains approximately 5 kg of bone mineral, forming about 
9% of the total mass offat-free tissue.(9) The mineral contains practically all of 
the body's calcium; therefore, the most direct way of estimating total bone 
mineral is to measure total body calcium by in vivo neutron activation 
analysis.(lO) The measurement has a precision of 2 to 3% and an accuracy of 
about 4%.(56) 

For many purposes, particularly in sequential studies of pathological 
changes in bone mineral, nothing is gained by converting measured total 
body calcium into an estimate of total bone mineral. However, it is useful to 
make this conversion when trying to estimate proportions of the tissues that 
make up the fat-free mass. In such a context, Cohn et ai.(57) divided total body 
calcium by 0.208 to give bone mineral mass, with the factor derived from the 
work of Bigler and Woodward.(58) 

When facilities for measuring total body calcium are not available, its 
value for a normal subject can be estimated from more easily measurable 
quantities, such as height, span, years after menopause (for women),(59) and 
total body potassium. (60) The standard error of the estimate is typically 7 or 
8%. Correlation coefficients of 0.8 to 0.9 have been found between total body 
calcium and bone mineral content measured at specific sites on long bones by 
gamma ray absorptiometry,(6l) suggesting that such local measurements 
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could be used to estimate total body calcium. We investigated this possibility 
by measuring a group of 42 patients with diseases affecting bone mineral 
content. We found that total body calcium content could best be estimated 
from a linear combination of the bone mineral contents of the femur and 
radial shaft. The standard error of the estimate was 11% of the mean calcium 
content. We therefore concluded that the only way of determining accurately 
the total calcium content of an individual patient was to measure it 
directly.(62) 

7.2. Skeletal Muscle 

Skeletal muscle makes up approximately half of the total mass of fat-free 
tissue in the adult human body.(9) Its most obvious function is giving the 
body movement, but it also serves as a reservoir of protein, which is used as a 
source of energy when fat stores run low. Therefore, it would be useful for 
both physiologists and clinicians to be able to measure the mass of skeletal 
muscle in vivo. 

Several methods have been proposed. Perhaps the simplest method for 
clinical use, but the least direct, is estimating muscle mass from measured 
daily output of creatinine in the urine. Creatinine is a product resulting from 
the breakdown of creatine. Ninety-eight percent of the body's creatine is loca­
ted in skeletal muscle, and approximately 2% of it is converted into creatinine 
per day.(63,64) Therefore, assuming that all the creatinine is excreted in the 
urine, its rate of excretion is proportional to muscle mass. The exact value of 
the constant of proportionality is uncertain. Graystone(63) adopts a value of 
20 kg of muscle per gram of creatinine excreted per day. Others(22) prefer a 
formula relating muscle mass to the creatinine coefficient, defined as the mass 
of creatinine excreted per kg of body weight per day. The accuracy of the 
method is not well established. Graystone(63) emphasizes the need to control 
dietary intake of creatine and protein, and Moore et al.(22) state that the 
excretion rate of creatinine is altered by recent severe injury or renal disease, 
casting doubt on the value of the method for clinical studies. 

If it were possible to introduce a tracer into the body that exchanged 
uniformly with all the creatine in the muscle, and if the concentration of the 
tracer in the muscle could be measured, then the muscle mass could be 
estimated by dilution (Section 4.2). Two groups of workers have tried this 
approach. Kreisberg, Bowdoin, and Meador(65) injected creatine labeled with 
14C into two male and two female hospital patients and then measured the 
concentration of 14C in a biopsy of the quadriceps muscle eight days later. 
They found muscle masses ranging from 50 to 67% of the fat-free mass. Picou 
et al.(64) used 15N-Iabeled creatine in a similar way to measure muscle masses 
of eight male infants who had recovered from protein-energy malnutrition. 
They found muscle masses ranging from 1.0 to 4.9 kg. 
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It is difficult to assess the accuracy of this method, except to say that the 
few results reported seem plausible. The assumption that the muscles are 
uniformly labeled has not been verified in man, and Greatrex et al.(66) claim 
that it is not valid for dogs. They measured specific activities in muscles five to 
17 days after administering labeled creatine and found values up to three 
times higher in some muscles than in others. This method does have the 
distinction of being more applicable to patients than to normal subjects, since 
few healthy people would volunteer for muscle biopsy, but it might often be 
possible to use part of a biopsy taken in the course of a patient's management. 

A distinguishing feature of skeletal muscle is that it contains a higher 
concentration of potassium than do most other tissues. Therefore, the 
average concentration of potassium in the fat-free tissues should be higher in 
muscular individuals than in less muscular ones.(67) This idea is the basis of 
two proposed methods for estimating muscle mass. The first method was 
proposed in 1963 by Anderson.(68) He assumed that the body is made up of 
skeletal muscle, containing potassium and water in the ratio 118 mmoljkg, and 
"muscle-free lean" and adipose tissue, each containing 75 mmol of potassium 
per kg of water. With these assumptions, he derived formulas giving the mass 
of each constituent as a function of measured values of body weight, total 
body potassium, and total body water. He estimated that muscle mass could 
be determined with a standard error of 11% (3.1 kg for Reference Man(9)). 

More recently,(69) we suggested an alternative method based on the 
assumption that the body is made up of skeletal muscle containing potassium 
and nitrogen in the ratio 3.03 mmoljg, with "nonmuscle" containing 
1.33 mmol of potassium per gram of nitrogen and fat containing neither 
potassium nor nitrogen. With these assumptions, we found that the mass of 
muscle in the body (Mm' kg) could be calculated by substituting measured 
total body potassium (TBK, mmol) and total body nitrogen (TBN, g) into 
the formula 

Mm = (TBK - 1.33 TBN)/51.0 (5) 

From our knowledge of the errors of measurement, we estimated that muscle 
mass was given with a standard error of 4 kg (14% for Reference Man(9)). 

In Anderson's method and ours, body water and body nitrogen 
effectively serve to estimate fat-free mass. Therefore, any other estimate offat­
free mass can be used to give a formula similar to that in Eq. (5). Assuming 
that muscle contains 91 mmol of potassium per kg and nonmuscle 
48 mmoljkg,(69) we find that 

Mm = (TBK - 48 F F M)/43 (6) 

where FFM is the fat-free mass in kg. The accuracy of this estimate of muscle 
mass depends on the method used to measure fat-free mass. If an 
anthropometric method is used, the standard error of the measured fat-free 
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mass will be approximately 2.2 kg (Section 5.2). Assuming that total body 
potassium is measured with a standard error of 4%,(69) Le., 143 mmol for a 
person with the composition of Reference Man,(9) the standard error of the 
estimate of muscle mass given by Eq. (6) is 3.5 kg (12%). 

Anderson's method, our method, and their generalization all estimate 
muscle mass with similar errors. The errors are rather large because, as 
Anderson(68) points out, errors of measurement are magnified by the calcula­
tions: muscle mass is estimated by a relatively small difference between 
measured values (Eqs. 5 and 6). Furthermore, the errors given here will be 
enhanced by uncertainties in the assumed compositions of the tissues.(69) 
Therefore, when describing our method,(69) we suggested it would be useful 
for groups of subjects rather than individuals. However, Cohn et ai.(S7) 

claim that their method of measuring total body nitrogen is sufficiently 
accurate to remove this limitation. 

The validity of this approach in estimating muscle mass awaits 
confirmation. Lukaski et ai.(70) studied a group of 14 healthy young men and 
found that the rate of excretion of 3-methylhistidine, a product from the 
breakdown of muscle protein, was highly correlated (r = 0.91) with estimated 
muscle mass but not significantly correlated with nonmuscle mass. It may be 
that muscle mass tends to be underestimated: Cohn et al.(S7) found that 
muscle formed only 35-40% of the fat-free mass of young and middle-aged 
healthy men, compared with a widely accepted value of 50%.(9) We have 
found occasional negative values for muscle mass in emaciated surgical 
patients.(69) Although the latter finding is not unexpected in view of the 
relatively large error in individual estimates, it is a salutary reminder that 
even if the method is valid for healthy subjects, it may be invalidated by 
disease, since cellular depletion of potassium will be interpreted as a loss of 
muscle. 

8. FUTURE DEVELOPMENTS 

8.1. Techniques of Measurement 

The foregoing review suggests that, even after 40 years of development, 
our most urgent need is an improved method of measuring total body fat, 
valid for both healthy subjects and patients whose body composition has 
been altered by disease or treatment. This quantity is of prime importance in 
any study of nutrition and yet, even under laboratory conditions with healthy 
subjects, we seem unable to measure total body fat with precision better than 
about 0.7 kg, or 5% (Section 5). This precision is adequate for surveys but 
inadequate when, for example, we want to measure a change of 1 kg or so in 
the fat content of an individual, such as we have found in surgical patients fed 
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intravenously for two-week periods.(7l) Skinfold thicknesses may give better 
than 5% precision (Section 5.2), but they are less accurate. Furthermore, all 
the methods in Section 5, with the possible exception of the total body carbon 
method (Section 5.6), rely on assumptions about the composition of the lean 
tissue that may be invalid in disease. 

Next in importance, in the author's opinion, is the need to improve our 
ability to measure the mass of skeletal muscle. This quantity is important in 
studies of growth, physical performance, and nutrition, yet none of the 
methods reviewed in Section 7.2 can be regarded as satisfactory. 

The contribution of ionizing radiations to the study of body composition 
has reached something of a plateau now that in vivo neutron activation 
analysis has become an acceptable clinical procedure.(lO) Nevertheless, some 
development is still possible: In our institution, we are currently developing a 
method for measuring total body carbon in the expectation that it will lead to 
accurate and precise measurements of body fat based on assumptions that are 
not invalidated by disease (Section 5.6); in Sweden, Ericsson(72) has measured 
total body hydrogen as a means of estimating "soft fat-free solids." 

Future advances may well stem from other branches of physics. For 
example, the technique of nuclear magnetic resonance can be used to measure 
the concentration and spin-lattice relaxation time of water protons in tissue. 
These quantities vary between the tissues of the body, and apparatus has been 
developed that can show their distributions within cross sections of the body 
as tomographic images.(73, 74) The method has also been used to study the 
biochemistry of phosphate compounds in muscle.(75.76) Understandably, 
imaging and studying the biochemistry of tissues in vivo have so far been 
regarded as the most profitable clinical applications of nuclear magnetic 
resonance, and it has yet to be applied to the quantitative study of gross 
body composition. 

Other properties of tissues might be considered. For instance, tissues 
vary in their electrical conductivity and permittivity(77) and attempts have 
already been made to image distributions of these quantities.(78) Apart from 
any fundamental advantages they might have, methods that did not have the 
risk, however small, that accompanies using ionizing radiations would have 
the great practical advantage of being applicable to children and healthy 
adults as well as to hospital patients. 

8.2. Evaluation of Techniques 

It is extremely difficult to assess the accuracy, as opposed to the 
precision, of techniques for measuring body composition. The obvious 
solution of measuring cadavers and analyzing them chemically is so 
laborious that it is not widely practiced. Even if it were, such large-scale 
chemical analyses could not automatically be assumed to be more accurate 
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than the method being assessed. The alternative of analyzing animals may 
be unsatisfactory, particularly with such methods as our implementation of in 
vivo neutron activation analysis,(4) which has been accurately calibrated only 
for the range of body sizes and shapes encountered in clinical research. 

Usually, therefore, a new technique is assessed by using it to measure a 
group of subjects and comparing the results with those given for the same 
subjects by one or more established methods. If the results are well correlated, 
it can be concluded at least that the methods are responding together to 
differences between the subjects rather than varying randomly. 

If three or more methods are used, the analysis can be taken further by 
means of factor analysis, assuming a single factor.(79) This procedure breaks 
down the variance of results from each technique into two components: (1) 
the part that is in common with the variability from the other sets of results 
and (2) the part that is independent. The former reflects true variations 
between subjects in the quantity being measured; the latter is an estimate of 
the random error of measurement. This analysis was proposed by Barnett(80) 
as a means of comparing laboratory instruments, although he did not refer to 
it as factor analysis in his paper. 

In addition to analyzing the variance from each set of results, factor 
analysis also gives estimates, unbiased by errors of measurement, of the 
parameters in the assumed linear relationships between the measured 
quantities. These relationships cannot reveal systematic errors common to all 
the measured quantities, but they can be compared with the relationships to 
be expected on theoretical grounds. 

Thus, factor analysis offers a way of extracting more information from the 
variances and correlation coefficients that are normally calculated from the 
results of an intercomparison. The main advantage of factor analysis is that it 
estimates the random error of each measurement technique from data 
acquired in the course of actually measuring real subjects rather than in 
specially contrived laboratory experiments. 

In many investigations, it is necessary to measure changes in body 
constituents. It might be assumed that the most precise method would 
measure changes best, but this is not necessarily so. For example, the 
accuracy with which a change in body fat can be estimated by measuring 
skinfold thicknesses must depend on what proportion of the total change 
takes place in the subcutaneous fat layer. This aspect of evaluating techniques 
has been rather neglected in the past and should be given more attention in 
the future. 

8.3. Interpretation of Data 

As we have seen, few of the measurements we make when analyzing the 
composition of the living human body are direct measurements of body 
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constituents. Usually, data are entered into some mathematical formula to 
give the mass of the constituent of interest, and the process of developing 
useful formulas has introduced simplifying concepts. 

Of these, the most influential has undoubtedly been the concept of the 
"lean body mass" or "fat-free mass," which assumes that the fat-free tissues of 
the body (with or without a small quantity of essentiallipid(36») have the same 
average density in all subjects. This simplifying concept opened the way to 
modern studies of body composition, and it still may be useful to discuss 
normal body composition in these terms. However, now that the effects of 
disease on body composition are being investigated, by methods unrelated to 
densitometry, the concept of a fat-free mass invariant in composition is a 
constraint rather than a help. It would be preferable to measure more basic 
constituents, such as water, protein, and minerals (Section 6), which is no 
problem for investigators equipped to carry out multi-element neutron 
activation analysis in vivo. For those not so equipped, the close correlation 
that we found in surgical patients between total body nitrogen and fat-free 
mass derived from skinfold thicknesses (Section 5.2) suggests that the latter 
can serve as a measure of body protein even when body composition is 
affected by disease. 

This criticism of the concept of the lean body mass applies equally to the 
more recent concept of "muscle-free lean"(68) or "nonmuscle" tissue, (69) and it 
is to be hoped that these simplifications will also be made unnecessary by 
more direct ways of measuring such important tissues as muscle. Neverthe­
less, although such concepts as these may be overtaken by advances in 
methodology, they will have to be replaced by other ways of interpreting 
acquired data, and it is imperative that conceptual development should keep 
pace with technical progress. 
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1. INTRODUCTION 

Elemental analysis using X-ray fluorescence had its beginnings in the 
early 1900s with the discovery of characteristic X-ray line spectra. One of the 
earliest uses of the technique was to determine the elemental composition of 
mineral samples. During the last 15 years, much progress has been made in X­
ray detection and analysis systems, so that fluorescence analysis techniques 
are being used in many different fields. Modern applications include 
analyzing environmental pollutants near urban and industrial areas, analyz­
ing commercial products for impurities, determining the constituents of 
geological and archaeological samples, as well as applications in the field of 
criminology. In recent years, fluorescence analysis has received much 
attention from the medical community because of its usefulness in determin­
ing concentrations of naturally occurring trace elements and changes in these 
concentrations due to pathological conditions, and in detecting elements 
deliberately introduced into the body as tracers. 
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Elements found in the tissues of animals in very small amounts are called 
trace elements. This term, while not rigorously defined, is generally accepted 
to mean elements present in concentrations of about 100 parts per million 
(ppm) or less. The term arose from early reports of investigators who found 
that several elements were present in tissues in concentrations that at the time 
were too small to be quantitated. The term micro nutrients is used to denote 
trace elements for which essential roles have been demonstrated in warm­
blooded animals. If the normal concentrations of these materials are either 
increased or decreased significantly, interruption of, or interference with, 
normal life functions will result. At the present time, 15 essential trace ele­
ments are recognized in humans. They are Cr, Mn, Fe, Co, Cu, Zn, Se, Mo, 
Sn, I, V, F, Si, Ni, and As.(l) More information on the roles that trace 
elements play in the body can be found in the literature.(1-3) 

Recent evidence indicates that the concentrations in humans of some 
essential and nonessential trace elements are different in certain forms of 
cancer tissue compared to concentrations in normal tissue. Mulay and 
colleagues(4) examined tissue samples for the presence of 22 trace elements 
and 2 bulk metals. Concentrations of these 24 elements were measured in 
cancerous and noncancerous tissue samples taken from the same individuals. 
Their results showed that for ductal and scirrhous carcinoma of the breast, 
the Ca, Cu, Mg, Mn, Ti, and Zn content was significantly higher than in 
noncancerous breast tissue. For bronchogenic carcinoma of the lung, the Zn 
content was significantly higher and the Fe content significantly lower in the 
cancerous tissue as compared to the noncancerous bronchial tissue. In 
adenocarcinoma of the colon, the cancerous tissue had a significantly lower 
concentration of Sn and a higher concentration of Mn than did noncancerous 
colon tissue. From their results, it was apparent that concentration 
differences pertained to a specific type of cancer and that all types of cancer 
could not be grouped into one category. 

Seltzer and colleagues(5) studied serum and tumor Mg concentrations in 
patients with breast cancer. The cancerous tissues studied contained 
significantly more Mg than the control breast tissue from the same patient. In 
the same article, the authors stated that they had also recorded significantly 
increased tumor Ca concentrations in breast cancer patients. 

Danielsen and Steinnes(6) looked at Cu, Zn, K, and Rb concentrations in 
cancerous and noncancerous human liver samples. Although inconclusive, 
their tests indicated that the Zn concentration was generally lower and the K 
concentration generally higher in cancerous tissue. The differences were even 
more significant if the concentration ratios of K/Zn were examined. The 
authors felt that the trends they found suggested that further research in this 
area would be worth while. 

Janes and colleagues(7) compared amounts of eight trace metals in 
normal human bone to that in human osteogenic sarcoma. They found that 
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in the sarcoma samples, Fe, Zn, Cu, and Mn concentrations were increased 
while those of Ca, Mg, Co, and Ni were decreased. 

These investigators and others have found strong evidence that if a 
sample of tissue is cancerous, it contains certain trace elements in con­
centrations that are different than those found in normal tissues. Most of the 
elements cited (10 out of 12) have atomic numbers between 12 and 30. More 
data from human subjects are needed to make these findings conclusive and 
to determine if there is a cause and effect relationship between changing 
concentrations and the diseases. Fluorescence excitation analysis is becoming 
an increasingly popular technique for determining trace element con­
centration in human tissues. 

In addition to determining concentrations of elements that occur 
naturally in human tissues, it is also of interest to study the kinetics of 
elements introduced into the human body in the form of tracers. To date, 
many of these studies have been performed using radionuclides and radiation 
detection systems. Now, stable tracers are being used and subsequently 
analyzed by fluorescence excitation systems. Mention should also be made of 
fluorescence excitation in diagnostic scanning. However, since this is an 
imaging modality, it will not be covered in this chapter. 

2. PRINCIPLES OF FLUORESCENCE X-RAY EMISSION 

2.1. Review of Atomic Structure and Characteristic X Rays 

The model of the neutral atom as proposed by Bohr and later more fully 
explained by quantum mechanics consists of a positively charged nucleus 
containing Z protons and a varying number of neutrons, surrounded by a 
negatively charged cloud of Z electrons. It is the atomic number Z that 
essentially determines the chemical and spectroscopic properties of a group of 
like atoms and thus defines the element. The phenomenon of fluorescence is 
produced by the effects of ionizing radiation on the electrons surrounding the 
nucleus. The orbital electrons are bound to the nucleus by an attractive 
coulomb force. Quantum mechanical considerations stipulate that these 
orbital electrons each occupy a specific energy level as defined by a series of 
quantum numbers. If energy is supplied to an orbital electron in an amount 
equal to, or in excess of, its binding energy, the electron will be ejected from its 
subshell, leaving a vacancy or hole. The atom will return to a more stable 
configuration if this vacancy is filled by a less tightly bound electron from 
those remaining in the cloud, causing the electron to give up energy equal to 
the difference in binding energies between the final and initial subshells. If this 
energy is released immediately (within 10- 9 sec) after absorption of the 
incident radiation and is in the form of electromagnetic radiation, the process 
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is called fluorescence, and the emitted photon is called a characteristic X ray. 
(If the time period between absorption and emission is more than 10- 9 sec, 
the process is called phosphorescence). As their name implies, the emitted X 
rays characterize or identify the element. 

2.2. Auger Electrons and Coster-Kronig Transitions 

Qualitative identification of an element that has emitted characteristic 
X rays simply depends on identifying the energy of the radiation emitted. 
However, quantitatively determining elemental presence is additionally 
dependent on the rate or intensity of X-ray emission. This is complicated by 
the fact that two other processes, Auger electron emission and Coster-Kronig 
transitions, compete with X-ray emission in filling orbital vacancies. In the 
former, the electron falling into the shell imparts its excess energy to another 
orbital electron in a lower energy or outer shell, knocking the electron out of 
the atom's electron cloud. Since this new vacancy is in a less tightly bound 
shell, the new atomic configuration is more stable than the previous one. 
However, the atom still has two outer-shell vacancies to fill, one from the 
original electron transition and one left by the Auger electron. Coster-Kronig 
transitions are simply low-energy transitions between subshells in one of the 
major shells and may take place in all but the K-shell. Thus, not all vacancies 
lead to X rays, and for quantitative analysis, information on the fluorescence 
yield, or the ratio of the number of vacancies resulting in X-ray emission to 
the total number of vacancies, is needed. 

2.3. Matrix Effect 

The rate or intensity of characteristic X-ray emission and thus the 
quantitative determination of elemental presence in a sample is further 
complicated by the matrix effect (matrix refers to the other constituents of the 
sample containing the elements of interest). The matrix effect consists of 
relative reductions and/or enhancements of the characteristic X rays of 
interest due to interactions occurring in the sample itself. These interactions 
include absorption of the primary excitation radiation before it reaches the 
element of interest, absorption of the characteristic X rays by the elements of 
the matrix 'before they leave the sample, and enhancement of the production 
rate of the desired characteristic X rays due to secondary and tertiary 
fluorescence. Secondary fluorescence events in the element of interest are those 
caused by higher-energy fluorescence radiation emitted by another element in 
the sample after its excitation by source photons. Tertiary events are those 
caused by higher-energy fluorescence radiation emitted by another element 
that has itself been excited by fluorescence X rays from a third element in the 
sample. Several quantitation methods accounting for the matrix effect in 
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complex samples have been proposed.(8-14) Gardiner and colleagues(15-17) 
formulated Monte Carlo computer models of gamma ray and X-ray 
excitation systems to account for or predict the consequences of the matrix 
effect. 

Several authors have published descriptions of the physical principles 
involved in fluorescence X-ray emission in more detail, and the reader is 
referred to them for additional information.(l,18,19) 

3. DETECTION AND ANALYSIS OF FLUORESCENCE 
X RAYS 

3.1. Overview 

Qualitative and quantitative identification of elements present in a 
sample depends on the ability to distinguish the energies and to count the 
number of photons emitted from the sample. The original method of 
separating the spectra made use of diffracting crystals and Bragg's 'law. By 
using a crystal with appropriate spacing and a sensitive detector such as a 
gas-flow counter, collimating the fluorescence X rays emerging from the 
sample, and varying the incidence angle of the X rays, the characteristic 
radiation may be analyzed according to wavelength. This type of analysis 
historically has been called wavelength dispersive analysis. This technique has 
very good wavelength resolution but suffers from low intensity due to the 
collimation needed to produce a narrow X-ray beam. Another disadvantage 
is that only one wavelength at a time can be analyzed. Valkovic(1) discusses 
wavelength dispersive analysis more completely. 

In recent years, semiconductor detectors coupled with multichannel 
analyzers have provided another method for analysis which has been called 
nondispersive or, more accurately, energy dispersive analysis. This technique 
is now the more common of the two and the method of interest in most 
medical work. Energy dispersive analysis is usually performed with a solid­
state radiation detector and an arrangement of supporting electronics called 
a pulse processor.(18,20) 

3.2. Solid-State Detectors 

Semiconductor detectors have provided a great improvement in energy 
resolution over scintillation detectors and have made multi-element analysis 
feasible. In this type of detector, an electrical potential or bias is applied 
across a piece of semiconductor material. Because a high-purity semiconduc­
tor is a very poor conductor of electric charge, essentially no current flows 
across the material. If ionizing radiation hits the material, electrons may be 
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stripped from the atoms of the semiconductor, producing electron-hole pairs. 
These ion pairs migrate in opposite directions through the material due to the 
bias voltage and produce a charge pulse that is proportional to the energy 
deposited by the incident radiation. Measuring these charge pulses yields the 
energy information necessary to determine the spectrum of the incident 
beam. 

A semiconductor material suitable for use as a radiation detector must 
possess several characteristics. The band gap energy needed to produce an 
electron-hole pair must be small enough so that the energy lost by the beam 
will produce a pulse of statistically good size, yet not so small that thermal 
excitation will produce unwanted intrinsic ion pairs. The material must be 
relatively free of impurities that may either increase intrinsic conductivity or 
act as traps where the charged ions can be held and thus removed from the 
pulse. The mobility in the material of the electrons and holes must be good so 
that collection time is short and recombination is minimized. Also, the 
material should have a relatively high atomic number so that it is efficient in 
stopping the incident radiation. The best compromise of these properties to 
date has been found in germanium and silicon. 

It is difficult to produce either Ge or Si of sufficient purity to detect X 
rays or gamma rays. It takes only small amounts of impurities to combine 
with the crystal lattice and produce excess free holes or electrons, which cause 
increased conductivity. To counteract impurities, lithium atoms are drifted 
into both Si and Ge crystals creating Si(Li) and Ge(Li) material with the 
desired high resistivity. Even in this configuration, thermal ionization is too 
high at room temperature to yield suitable results. Thus, these detectors are 
cooled using liquid nitrogen (boiling point = 77 K). Recently, Ge has been 
produced in such purity that Li drifting is unnecessary; this material is 
referred to as intrinsic Ge. 

Table 1 lists some pertinent properties of Si and Ge. Because Ge has a 
higher atomic number than Si, it is more efficient at stopping X rays and 
gamma rays photoelectrically. Thus Ge(Li) or intrinsic Ge is preferred for 
photons having energies above and about 30 to 40 keY. The fact that more 
electron-hole pairs are produced at a given energy in Ge implies better energy 
resolution even at lower energies. However, the larger band gap of Si results 

Table J. Properties of Silicon and Germanium 

Si Ge 

Atomic number 14.0 32.0 
Band gap energy (eV) 1.1 0.67 
Mean energy expended per electron-hole 

pair at 77 K (e V) 3.8 3.0 
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Figure 1. Detection efficiency as a function of photon energy for three Be-window thicknesses 
and two crystal thicknesses. Elemental symbols indicate the K. characteristic X-ray energy of 
that element (see Ref. 21). 

in less thermal generation of electrons into the conduction band, and thereby 
less noise. This makes Si(Li) detectors preferable for low-energy photon 
detection. 

The cooled semiconductor is kept in a vacuum that provides thermal 
insulation from the surroundings. A thin Be window in front of the detector 
provides the separation between the sample and detector environments. 
Attenuation by this window results in a significant reduction in detection 
efficiency if the incident X-ray energy is below a couple of keY. However, the 
window attenuation is actually an advantage when analyzing biological 
samples for trace elements having Z ~ 12. This is because 99% of the tissue 
consists of H (Z = 1), C (Z = 6), N (Z = 7) and 0 (Z = 8), and their very 
low-energy X rays are more than 99.9% attenuated by the Be window. That 
means these X rays will not contribute to the dead time of the analyzer and 
will allow much more rapid analysis of trace elements. Figure 1 indicates the 
photon detection efficiencies as a function of energy for Si(Li) detectors 
having various Be window and detector thicknesses.(21) 

As a part of the detector package, the preamplifier stage usually consists 
of a low-noise field-effect transistor (FET) positioned very near the detector 
and cooled by the same liquid nitrogen supply. The function ofthe FET is to 
integrate the total charge of each pulse coming from the detector and convert 
it to a voltage signal proportional to the energy deposited in the detector. 
Since the FET is dc coupled to the detector (low-input capacitance is required 
to keep electronic noise low), charge builds up as the pulses pass through. A 
pulsed-optical feedback system is usually employed to reset the charged FET 
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back to zero. That is, when the charge increases to a set limit,a light-emitting 
diode (LED) is fired and illuminates a photodiode, which then discharges the 
FET. 

Hoffer et al.(22) have edited a book describing the principles and medical 
applications of semiconductor detectors in more detail. 

3.3. Pulse Processors 

The preamplifier output signal is fed into a main amplifier and 
associated electronics. The associated electronics usually consist of a pulse 
shaper, a pileup rejector, a baseline restoration circuit, and a dead-time 
corrector. These, plus the main amplifier make up the pulse processor. In 
addition, a single or multichannel analyzer (MeA) and a computer or 
hardwired data processing system may be used. 

The main amplifier produces nearly Gaussian output pulses, the 
amplitudes of which are proportional to the energy absorbed by the detector. 
For the best noise suppression and energy resolution, the pUlse-shaping time 
constant should be large, yielding wide amplifier output pulses. However, 
wide pulses present a problem as the input count-rate increases. If a second 
pulse arrives at the amplifier before the first one has passed through 
completely, the two pulses will be superimposed, yielding distorted pulses of 
apparently higher energy. Thus, the selection of the time constant represents 
a compromise between these two effects. 

At higher count-rates, some pulse overlap will occur even with small 
shaping time constants; this overlap is called pulse pileup. A pileup rejector is 
usually employed to eliminate this undesirable phenomenon. In addition to 
the main shaping amplifier circuit (commonly referred to as the "slow" 
amplifier), a second amplifier (the "fast" amplifier) having a very short time 
constant also receives the preamp output signal. The output of the fast 
amplifier is a very short pulse for each input or detector event and 
corresponds in time to the start of a Gaussian signal from the main or slow 
amplifier. The time intervals between two successive fast pulses is examined. 
If this interval is such that the two pulses will interfere with each other in the 
slow channel, then further processing of one or both of the signals is inhibited. 

Because it is the amplitude of the slow channel output signal that reflects 
the energy of the detected radiation, it is important that high count-rates do 
not introduce dc or baseline shifts and that each Gaussian pulse begins from 
the proper baseline. This is the function of the baseline restorer. 

In quantitative analysis, it is important to correct for dead time, or the 
time the system is shut down and unable to analyze information from the 
detector. This is usually done by automatically extending the counting period 
for the length of time the analyzer is inactive. This correction must take into 
account dead time during pulsed-optical preamplifier FET reset, during 
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rejection of pileup pulses, and while processing signals in the pulse-height 
analyzer. 

4. EXCITATION MODES 

The emission of characteristic X rays from unstable or excited atoms in a 
sample, the effects of the matrix on the emission of these X rays from the 
sample, and the detection of these X rays are common to all forms of energy­
dispersive fluorescence excitation analysis. The aspect that most distinguishes 
the various types of fluorescence analysis is the method by which the elements 
of interest in the sample are excited. Three basic types of excitation will be 
discussed in the succeeding sections, namely photon, heavy charged particle, 
and electron excitation. 

4.1. Photon Excitation 

4.1.1. DESCRIPTION 

Photon excitation produces fluorescence X rays through the interaction 
of incoming electromagnetic radiation with the inner-shell electrons of the 
sample atoms by the photoelectric effect. The excitation photons may come 
from a radioactive source or from a system employing an X-ray tube. 

4.1.1a. Radionuclide Sources. In radionuclide excitation, the radiation 
is usually monoenergetic or consists of a few discrete energies. Since the 
probability of photoelectric excitation of an atom is greatest at incoming 
energies just above the binding energy of the shell being excited, as seen in 
Figure 2,(23) it is an advantage if the exciting radiation is limited to these 
energies. High incoming energies are not only less efficient at excitation but if 
scattered into the detector will increase instrument dead time and cause more 
unwanted background counts, in the characteristic X-ray region due to 
Compton scatter in the detector. 

The ideal radionuclide source should decay only by emission of one 
gamma ray of appropriate energy or by electron capture followed by 
characteristic X-ray emission from the daughter atom. The radionuclide 
should have a reasonably long half-life for convenience, and its decay 
product should be either stable or free from interfering emissions. Naturally, 
such an ideal source does not exist for each element; and since one of the 
previously mentioned advantages of energy dispersive analysis was its 
simultaneous multi-element capability, compromises are necessary in select­
ing a radio nuclide source. A partial list of radionuclides that have proven 
useful as sources in fluorescence analysis is presented in Table 2. Figure 3 
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Figure 2. Photoelectric K -shell 
cross sections as a function of pho­
ton energy. (a) Elastic scatter cross 
section for carbon. (b) Inelastic 
scatter cross section for carbon 
(Jaklevic, 1979). Copyright 1979, 
the Chemical Rubber Company. ENERGY (keV) 

Table 2. Properties of Radionuclides Used as Excitation 
Sources for Fluorescence Analysis· 

Emission 
energies Abundance 

Nuclide Half-life (keV) (%) 

55 Fe 2.7 y 5.8-6.4 26 
S7CO 270d 6.4-7.0 51 

14 10 
122 86 
136 10 

I09Cd 453 d 22-25 102 
88 0 

1251 60.2d 27-32 140 
35 7 

153Gdb 242d 41-47 100 
70 3 
97 30 

103 20 
241Am 433 y 14-21 33 

60 38 

a Properties taken from Ref. 24. 
b Properties taken from Ref. 25. 
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Figure 3. Idealized spectrum representing elements at 10 ppm in a hydrocarbon matrix excited 
by 17-keV photons. The large peak at 17 keVis due to coherent scattering of the source photons 
in the sample matrix. The other large, broader peak at just over 16 keY represents incoherent 
(Compton) scattering from the sample matrix, spread over the possible detection angles 
(Jaklevic, 1979). Copyright 1979, the Chemical Rubber Company. 

presents an idealized pulse-height spectrum for a hydrocarbon matrix con­
taining about 10 ppm of several elements and excited by 17-keV photons.(23) 

A major concern with radionuclide excitation sources for trace element 
analysis is whether sufficient photons are produced from a source of 
reasonable size or activity. Radiation safety considerations usually require 
limiting the source activity to under 4 GBq (100 mCi), thus providing photon 
outputs on the order of 107 or 108 photons per sec.(26) 

The geometry of a radio nuclide excitation fluorescence analysis system is 
a major consideration in order to maximize the excitation and detection 
efficiencies ofthe system for fluorescence X rays while minimizing detection of 
other photons or noise due to scattered radiation and fluorescence from 
structural materials around the source or sample. With the advent of small 
solid-state detectors, radio nuclide sources are typically in the shape of an 
annular ring as shown in Figure 4. This type of an arrangement allows the 
relatively small detector to see a relatively large portion of the sample 
without being shielded by the source and also provides a large source area, 
which is useful for radio nuclides of low specific activity. In this annular 
source type of system, the position of the sample relative to the detector and 
the source annulus has been shown to be very important in terms of X-ray 
counting rates and peak-to-background ratios.(27,28) Further evaluation of 



150 

~ \ 
ACTIVE SOURCE 

AREA 

Paul A. Feller, James G. Kereiakes, and Stephen R. Thomas 

ISAMPLE 

I 
I 

I I t "'-
ACTIVE SOURCE 

~ AREA 

~TECTOR 
Figure 4. Schematic representation of the system geometry of a radionuclide excitation system 
with an annular source. 

the importance of geometrical factors in this type of system was made by 
computer simulation and is discussed in a later section. A concentric source 
sample system has also been developed to reduce relative distances between 
the source, sample, and detector in order to increase the system's 
sensitivity.(26) 

Radionuclides used as excitation sources in fluorescence anlysis have the 
advantages of being relatively inexpensive and convenient to use. Radioactive 
decay provides a predictably constant source of photons. However, there are 
limitations to the activity levels of these sources that can be conveniently and 
safely handled, and thus the photon flux available to excite the sample is 
generally less than that achieved with sources that produce photon beams 
electronically. 

4.1.1b. X-Ray Tube Sources. In contrast to radionuclide sources, X-ray 
tubes usually provide a greater photon output. However, this output is in the 
form of a bremsstrahlung continuum spectrum. This means a trade-off of 
high photon yield versus relatively high system dead time and increased 
background in the region of interest, especially for low atomic number 
elements or for trace elements in a low-Z matrix. Figure 5 represents a typical 
spectrum for the same sample in Figure 3 but excited by a continuous X-ray 
spectrum of energies.(23) One compromise is having the beam from the X-ray 
tube excite a secondary fluorescer target whose characteristic X-ray energies 
are just above the binding energy of the element of interest. This secondary 
target then acts as a source of photons to excite the sample. Since the 
efficiency of characteristic X-ray production in the secondary fluorescer 
target is much less than 100%, there is a significant decrease in the number of 
source photons striking the sample with this method. Another technique used 
to provide a more nearly monoenergetic photon beam from an X-ray tube 
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Figure 5. Idealized spectrum representing elements at 10 ppm in a hydrocarbon matrix excited 
by a continuous photon spectrum. The two curves represent the two extreme cases of probability 
for source photons scattering from the sample matrix. The upper curve reflects a high probability 
of coherent scattering, and the lower curve reflects a zero probability of coherent scattering 
(Jaklevic, 1979). Copyright 1979, the Chemical Rubber Company. 

involves using regenerative monochromatic filters (RMFs). These filters 
have high transmission just below the K absorption edge but low trans­
mission above and below that energy. In addition, using different anode 
materials in the-X-ray tube can result in different spectral distributions of 
source energies. 

Gedcke and associates(29) have made an intercom paris on of trace 
element excitation methods using X-ray tubes with the following commer­
cially available configurations: (1) broadband excitation using the primary 
anode, (2) RMFs using various X-ray tube anode materials, and (3) secon­
dary fluorescers. Their aim was to evaluate general-purpose excitation 
techniques for effectiveness in trace element detection in a low atomic 
number matrix. The test sample used was a Na2B407 fused glass 
standard containing trace amounts of six elements. Table 3 lists their 
resulting values of minimum detectable concentrations obtained from four 
different commercially available instruments. Values in the table are 
corrected for differences in spectrometer performance. Their conclusions were 
that lS-kVp broadband excitation is optimum for light-element excitation, 
while monochromatic excitation is best for the S-30-keV energy range. The 
SO-kVp broadband excitation was superior to monochromatic excitation if 
simultaneous analysis of a wide range of elements was desired. 
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Table 3. Minimum Detectable Concentrations (MDC) of Trace Elements in a 
Glass Standard" 

Broadband 
Secondary fluorescer R.m.f. 15 kVp 

MDCb(ppm) MDCb(ppm) MDCb(ppm) 
Trace 
elemente Fluorescer A' B' Anode/filter C' D' C' D' 

Na K. CI 57()d 410 300 
Ti 1100 3400d 

Al K. CI 41d 24 27 
Ti 36 9()d 

K K. Ti 1.3 4.7d 

Cu 4.4 W/Cu 9.9d 9.6 7.5 4.7 

Ba L. Cu 4.8 W/Cu 6.3d 5.6 10 12 

C K. eu 0.64 W/Cu 1.4 
Mo 2.8 2.2 Mo/Mo 3.4 1.9 2.7 

Ge K. Mo 0.29 0.24 Mo/Mo 0.25 0.18 

a Adapted from Ref. 29. 
b Corrected for spectrometer differences. 
, A, B, C, D represent the commercially available analysis systems used. 
d Limited by maximum tube current. 
, Shown with characteristic X ray. 

Ong and colleagues have reported the development of two spectrometers 
that achieve monochromaticity by using a secondary fiuorescer,(30,31) and a 
line-focusing cylindrically curved Johanson-bent crystal.(31,32) They report 
that the latter system results in a cleaner excitation spectrum and can also 
provide a focused beam of high power density, 

Several authors (33-37) have discussed the use of polarized incident 
radiation to reduce the scatter, and thereby increase the signal-to-noise ratio 
in the analysis spectrum. The relatively high background observed with X­
ray tube excitation is due to scattering of the primary beam in the sample. By 
arranging the X-ray source, sample" detector, and a scattering or polarizing 
material along three mutually perpendicular axes as in Figure 6, it is possible 
. to minimize the amount of scattered radiation reaching the detector. This is 
due to the fact that the scattering intensity is zero in the direction of the 
incident radiation's electric vector. Radiation emerging from an X-ray tube is 
unpolarized. That is, electric vectors may have any orientation in the plane 
perpendicular to the direction of propagation of the radiation. However, all 
scattered radiation emerging from the polarizer at 90° to the incident beam 
will have its electric vectors pointing perpendicular to the plane of scattering. 
When this radiation is incident on the sample, there will be no scattering in the 
direction of the electric vector. Thus, a detector placed along that axis will 
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detect minimal scattered radiation. Since fluorescence radiation is emitted 
essentially isotropically, its intensity is unaffected. This technique is limited 
by the severe reduction in intensity of the exiciting radiation but has been 
shown to be useful in analyzing thick biological specimens that produce a 
relatively intense scatter spectrum. Ryon(37) has suggested, and Standzenieks 
and Selin(38) have tested the use of this three-axes geometry, but they have 
substituted secondary fluorescers for the polarizer. This will reduce that 
portion of the background spectrum which is due to scatter of the primary 
radiation in the secondary fluorescer. 

As previously mentioned, the advantage of greater photon output from 
the X-ray tube must be weighed against the possibility of increased 
background in the energy region of interest and higher system dead time due 
to the wide range of source energies. The use of secondary fluorescers, and the 
ability to change the output spectrum by selecting proper X-ray tube 
accelerating potentials, beam filters, and anode target materials, make this 
form of excitation very versatile. Either method of photon excitation offers 
the additional advantage of sources that are relatively inexpensive and easily 
placed in a clinical setting. Generally, mixed-energy sources (such as X-ray 
tubes) are less desirable than monoenergetic sources for in vivo excitation. 
This is because all primary or source photons can contribute to the radiation 
dose to the patient, but only those just above the absorption edge energy are 
highly efficient for fluorescence X-ray production.(39) 
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4.1.2. TARGET PREPARATION 

One of the strengths of X-ray fluorescence analysis using photon 
excitation is that samples having many different forms may be analyzed. 
Sample targets may be in the form of solids, powders, pellets, liquid solutions, 
and even gases. Due to the diffuse nature of source emissions, photon excita­
tion is best suited for relatively large (1-10 cm2) sample cross-sectional areas. 
Using thin samples reduces absorption and scatter effects. Homogeneous 
samples produce more consistent results and reduce the complexity of 
corrections that may be needed for material and particle-size effects. 

Solid samples, such as pieces of bone, teeth, or hair, may require little or 
no sample preparation. When uniform tissue samples are desired, or when a 
preconcentration of the elements of interest is needed in tissue or blood 
samples, samples may be ashed and used in powder form or pressed into 
pellets. Care must be taken in these procedures so that new elements or 
changes in the relative concentration of elements already present are not 
introduced. In some cases, liquid samples can be analyzed with little or no 
sample preparation. If the liquid is a true solution, it will be perfectly 
homogeneous. Internal standards can be added and samples can be 
concentrated or diluted easily. One technique of preconcentrating elements of 
interest if they are suspended in a liquid sample is to evaporate the liquid and 
analyze the residue, or pass the suspension through millipore filters and 
analyze the resulting deposits. 

4.1.3. MEDICAL APPLICATIONS 

During the last decade, many medically related fluorescence studies 
using photon excitation have been reported. They have included analyses for 
(1) naturally occurring elements in tissues and blood; (2) elements associated 
with a pathological condition or accidently introduced matter (foreign 
particles, toxic substances); and (3) deliberately introduced foreign material 
(tracers, labels, drugs, etc.). The following represents only a partial list of 
these reports. 

4.1.3a. Radionuclide Studies. In studying the effect of osteoporosis, 
osteomalacia, and rheumatoid arthritis, it is desirable to have information on 
the mineral density of bone. Patomaki and Olkkonen(40) have described a 
method for determining the mineral density of trabecular bone in vitro by 
measuring the Ca content of bone with an X-ray fluorescence analysis system 
employing 740 MBq (20 mCi) of 55Fe. They found a linear correlation 
between the bone mineral density and the mean Ca X-ray count rate and used 
this linear relationship to calibrate their system. They also developed a 
method for measuring structural inhomogeneity by calculating the coefficient 
of variation from ten measurements of Ca X-ray count-rate taken along a line 
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at 1-mm intervals. The more inhomogeneous the bone sample, the greater the 
coefficient of variation. Their studies on this system have shown a decrease in 
trabecular bone mineral density with patient age. They also noted a decrease 
in bone mineral density and an increase in the coefficient of variation in 
osteoporotic samples as compared to normal samples. The authors hope that 
their studies will give more information about the suitability of the X-ray 
fluorescence method for clinically diagnosing bone diseases. 

Cesareo and Del Principe(41) determined the iron content in dried 
venous blood on filter paper by exposing samples to a 370-MBq (10 mCi) 
annular source of 238pU and analyzing the iron X rays using a proportional 
gas counter. The authors report that the technique, which requires minimal 
sample preparation and a small quantity of blood, permits rapid analysis of 
K and Ca as well as Fe and that drying the blood causes an Fe 
preconcentration in the sample. They report a sensitivity limit of about 
10 ppm Fe in one thousand sec. 

Ahlgren and Mattsson(42) reported an X-ray fluorescence technique for 
in vivo determination of Pb concentration in bone using a 740-MBq (20 mCi) 
57CO source. The minimum detectable Pb concentration in a finger bone was 
14 Ilg/g for a 15 min measuring time. They used the method to measure Pb 
concentration in metal industry workers. 

The same investigators(43) measured Cd in the kidney cortex of human 
subjects in vivo by fluorescence excitation analysis employing an 11-GBq 
(300 mCi) 241 Am source. The authors report that the minimum detectable 
Cd concentration varies between 20 and 40 Ilg/g ± 30% for distances 
between the skin and the kidney surface of 30 to 40 mm. They suggest that 
this technique could be used as a substitute for neutron activation analysis to 
measure the body's burden of Cd in occupationally exposed individuals. 

In vitro X-ray fluorescence analysis of stable tracers is useful for 
measuring various body compartments or extra cellular fluid spaces in 
humans. This is analogous to using radioactive tracers that are introduced 
into the body and then analyzed in vitro in small samples of tissue or body 
fluids extracted from the patient. The advantage of the fluorescence analysis 
procedure is the absence of radiation exposure to the patient. Kaufman, 
Price, and colleagues(44,45) have been very active in this area. They described 
the determination of the extra cellular fluid volume in humans using orally 
administered stable sodium bromide as the tracer then subsequently 
analyzing plasma samples for stable Br content by fluorescence analysis 
employing a 92.5-MBq (2.5 mCi) 109Cd source. They compared their results 
from this technique to results obtained from the more established method 
using radioactive 82Br and reported very good agreement. This group later 
reported the development of an automated fluorescence excitation analysis 
system for medical applications that has a 22-GBq (600 mCi) 241 Am source 
and a 2.2-GBq (60 mCi) 109Cd source available for analysis.(46) The research-
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ers also developed a technique for determining red cell volume in humans 
that uses nonradioactive Cs as an analogue of K for labeling red blood cells. (4 7) 

Their technique consists of assaying the initial and equilibration concentra­
tions ofCs by fluorescence excitation analysis using the 22-GBq 241 Am excita­
tion source. In their comparative study in 11 humans, the resulting red cell 
volume calculated by the fluorescence excitation analysis technique was in 
good agreement with that calculated by the traditional radioactive 51Cr method. 

There has been an interest for many years in the kinetics of the various 
radio-opaque contrast media that are used in radiological studies. Moss et 
al.(48) discussed a fluorescence excitation technique using an 18.5-GBq 
(500 mCi) 241 Am source for the in vitro measurement of nonradioactive I 
concentration in tissue samples. Similar techniques were found to be useful in 
studying contrast media,(49) although much of the work to date has been on 
animals rather than humans. Kaufman and colleagues(50) have suggested an 
absorption correction technique that may extend the applicability of 
fluorescence analysis to quantitating contrast media in vivo. 

In clinical medicine, it has been common to use plasma creatinine levels 
and blood urea nitrogen (BUN) to indicate renal function. However, these 
indicators provide only rough estimates of kidney function and may not be 
abnormal until the glomerular filtration rate (GFR) is already abnormally 
low. Alazraki and colleagues(51) have described a noninvasive method of 
determining GFRs by infusing small amounts of nonradioactive iothalamate 
and subsequently collecting plasma samples to be assayed by X-ray 
fluorescence. Their experimental technique employed two 37-GBq (1 Ci) 
sources of 241 Am to excite the stable I in the iothalamate in the collected 
plasma samples. Their animal data demonstrated good correlation with that 
of a classical 14C-inulin procedure. Guesry and associates(52) have compared 
fluorescence analysis of iothalamate with both the inulin clearance and 1251_ 
iothalamate techniques and have found it to be a valid estimator of GFR. 

Cesareo and colleagues(53) have suggested that labeling such blood 
components as erythrocytes, leukocytes, platelets, etc., with stable, rather 
than radioactive tracers and their subsequent analysis by X-ray fluorescence 
techniques could be used for determining the life span of these components 
and for studying their metabolism. They labeled platelets from human blood 
samples with stable selenocystine, deposited the platelets on millipore filters 
and analyzed them for Se content using the 238Pu-excited system mentioned 
earlier. In vitro survival curves are reported to be in accord with values 
reported in the literature. 

In another paper, Cesareo(54) reported animal studies where the cardiac 
output was measured by injecting nonradioactive I intravenously and deter­
mining its concentration in arterial blood samples deposited on filter paper by 
measuring the characteristic X rays emitted by the I when excited by a 238pU 
source. The authors state that their ultimate goal is to measure externally the 
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cardiac output without taking blood samples by directly placing the counter 
and the radioisotope source over the thyroid area. This would allow the 
simultaneous measurement of I absorption by the thyroid. 

The application of radionuclide-excited fluorescence excitation analysis 
to the study of cerebral blood flow has been suggested by Hoffer, Moody, and 
colleagues.(55, 56) Their experimental apparatus employed a 122-GBq (3.3 Ci) 
241 Am annular source. One in vivo monkey experiment incorporated an 
intra-arterial injection of a tracer containing stable I and subsequent in vivo 
analysis by placing the apparatus over the animal's head. In a second 
experiment, a monkey was forced to breathe a mixture of stable Xe gas and 
O 2 for 6 min, after which the system was abruptly flushed by 100% O 2. The 
analysis system was placed over the head and used to determine Xe washout 
from the region of interest in the white matter of the brain. The feasibility of 
this technique was tested in a couple of human patients.(56) The feasibility of 
the I tracer method was limited by the undesirability of an intra-arterial 
injection but was felt to be useful in patients undergoing routine arterio­
graphy. The authors felt that the technique employing Xe gas could have 
wider applications to humans than the I technique. 

The suitability of radio nuclide e5Fe) excitation in determining the 
concentration of Ti, Ca, and Mg in biological samples has been inves­
tigated.(28) Evaluations in pellets of simulated biological samples of very low 
atomic number (Z < 12) doped with various concentrations of the elements 
of interest were carried out through Monte Carlo computer simulation by 
modifying the software of Gardner and colleagues.(15) The Monte Carlo 
simulations were validated by varying the configuration for a radionuclide 
excitation system employing 3.7 GBq (100 mCi) of 55Fe shown schemati­
cally in Figure 4 and comparing values of relative response obtained 
experimentally with those predicted by the computer. 

Figure 7 indicates the experimental and computer-predicted relative sys­
tem responses to Ti versus sample position. The importance of sample position 
is evident and compatible with experimental results of Vano and 
Gonzeilez.(27) Figure 7 also indicates close agreement between the experimen­
tal and computer-predicted values. When this agreement between computer 
and experiment was obtained, modifications in collimator height, source-to­
sample and detector-to-sample distances, detector radius and inner and outer 
radii of the source annulus were made in the computer simulation, and 
predicted changes in system sensitivity were obtained. 

Table 4 lists qualitatively various changes in geometrical constants made 
in the computer simulation and the corresponding advantage factors (A F) or 
new response rates relative to the original response rates for each optimiza­
tion change. These results indicate that through judicious selection of these 
various factors, the sensitivity of such an analysis system could be increased 
by nearly two orders of magnitude for Ti and Ca and by about 30 times for 
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Figure 7. Comparison of experimen­
tal and Monte Carlo-predicted Ti 
responses of an annular 55Fe_ 
excited fluorescence system as a 
function of sample position. 

Mg. It ean be shown that the change in the mlmmum detectable con­

centrations is proportional to I/JAF. These increases in sensitivity would 
thus correspond to a reduction in the minimum detectable concentration of 
Ti and Ca by a factor of about 10 and for Mg by a factor of about 5. Figure 8 
shows the computer-predicted minimum detectable concentrations as a 
function of the atomic number for such an optimized system employing an 
55Fe excitation source. With such an optimized system, both Ti and Ca 
analyses would be possible at concentration levels reported in tissues.(4) 
However, Mg analysis would not be possible at the levels reported. 

4.1.3b. X-Ray Tube Studies. Using whole blood as a representative 
sample, X-ray fluorescence employing X-ray tube excitation was evaluated by 

Table 4. Computer Optimization Adjustments and Corresponding Advantage Factors 
for a Fluorescence Analysis System Employing an 55 Fe Excitation Source 

Ti Ca Mg 

Reduce collimator height 1.41 1.52 2.61 
Move detector nearer sample 6.13 6.50 3.98 
Increase detector radius 7.29 6.98 2.35 
Reduce source radii 1.36 1.37 1.27 

Total advantage factor 86 95 31 
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Figure 8. Monte Carlo predictions of minimum detectable concentrations for Mg, Ca, and Ti 
with a computer-optimized 55Fe-excited fluoresence system. 

Lubozynski et al.(57) Outdated whole blood samples were doped with liquid 
solutions of the elements of interest and fluorescence measurements perfor­
med on lyophilized samples. The authors tested the detect ability of eight 
elements (Cr, As, Sr, Ag, Cs, W, Hg, Pb) and used X-ray tubes with either a W 
or Mo anode. They reported lower limits of detect ability ranging from about 
2 to 15 ppm for elements whose characteristic X rays fell between the ranges 
4-6 keY or 9-14 keY. They also tested relative sensitivities for one element in 
blood when in the form of liquid, dry powder, or dry powder pressed into 
pellets. The dry powder and the pellets yielded sensitivities that were 3 times 
and 3.3 times, respectively, the sensitivity of the liquid. 

Ong(31) reports the use of his secondary fluorescer excitation system(30) 
for the analysis of five major elements in serum for diseased versus normal 
patients and reports interesting changes in Cu and Zn levels. However, due to 
his limited number of observations, he does not attempt to draw any 
conclusions from the data. He has done additional studies of trace elements in 
human hair with this system and suggests that fluorescence techniques using 
this system may prove useful in studying the role of metalloproteins in 
biology.(31) Cox and Ong(58) reported a method for determining the mass of 
soft-tissue samples using the Compton-scatter intensities observed in their 
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analyzers.(3o.32) This method reportedly enables elemental weight-fraction 
concentrations to be measured with a high degree of precision and accuracy. 

laklevic and associates(59) describe a photon-excited X-ray fluorescence 
system optimized for the accurate and sensitive analysis of small (1 mm2 or 
less) areas. The unit uses an automatic scanning device that advances the 
sample past the analysis region and was designed for measuring trace element 
profiles along the length of individual human hairs. 

A fluorescence method of in vivo cardiac output determination has been 
described by Kaufman et al.(60) The source-detector system consisted of a 95-
kVp, three-phase X-ray generator and a Si(Li) detector oriented per­
pendicularly to the source photon beam. Their tests, performed on dogs, were 
done by positioning the source-detector system so that the sensitive analysis 
region was a small volume of blood in the heart, then analyzing the I content 
after a bolus intravenous injection of stable iothalamate contrast material. 
The authors obtained results that were in reasonable agreement with other 
methods. A later publication(50) described an absorption correction tech­
nique that reportedly improves the accuracy of in vivo I-concentration 
measurements. 

Phelps and colleagues(61) reported the in vivo measurement of regional 
cerebral blood volume by X-ray fluorescence of an ingested iodinated 
contrast material. Their technique used an X-ray tube operated at 80 kVp 
and filtered with 1 mm Cu. When tested in dogs and monkeys, the results of 
the in vivo technique agreed within 8% with results of an in vitro 51Cr-Iabeled 
red blood cell method. The researchers predict that the error in human 
subjects may be greater due to the low transmission of the I X rays through 
the human skull. 

4.2. Particle-Induced X-Ray Emission (PIX E) 

4.2.1. DESCRIPTION 

In the particle-induced X-ray emission technique, charged particles are 
accelerated to an appropriate energy and finally collimated and focused on 
the sample to be analyzed. The X rays, characteristic of the elements present 
in the sample, are produced during the bombardment and detected by a 
semiconductor detector. The types of particles used may be classified as 
follows: 

4.2.1a. Protons and Alphas. Although using charged-particle ac­
celerators permits using a wide variety of projectile types and energies, 
developments in the field have centered on two principal methods typically 
using 3-Me V protons and 20-Me V alpha particles. The energies are chosen so 
that the background continuum distribution does not interfere strongly with 
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Figure 9. Schematic of a typical charged-particle ftuoresence analysis system (Jaklevic, 1979). 
Copyright 1979, the Chemical Rubber Company. 

the characteristic X-ray region of interest. Figure 9 shows a diagram of a 
typical charged-particle excitation apparatus.(23) The high-energy beam is 
directed down an evacuated beam line toward the target. By adjusting a 
magnetic focusing element either a focused or a diffused beam can be 
obtained. Samples are normally contained in multiple-target holders to reduce 
the frequency of entry into the vacuum chamber. The beam passes through 
the thin sample and is absorbed by the graphite beam stop that is shielded 
from the detector's field of view. The total current can be carefully measured 
and results used to calibrate the system. The X rays are detected through a 
thin beryllium window inside the chamber. 

Figure 10 shows the cross sections for K-shell ionization for a few 
elements as a function of proton energy.(23) The cross sections for these 
elements have maximum values that are roughly an order of magnitude lower 
than values for photoelectric ionization, and they exhibit a more gradual 
energy dependence (see Figure 2). It is seen from Figure 10 that the cross 
section (and, accordingly, the sensitivity) of a given element is maximum at a 
specific proton energy, which, unfortunately, differs for different elements. 
For this reason, it is impossible to achieve optimum sensitivity for all 
elements in one bombardment run. In practice, this is not anticipated as a 
serious restriction and can be circumvented when necessary by carrying out 
sequential bombardments at different projectile energies. Similar results can 
be calculated for alpha particles. Figure 11 depicts an idealized pulse-height 
spectrum for the same sample in Figure 3 but for proton excitation. The 
continuum background is created mostly by the energetic electrons ejected in 
the ionization process rather than by the incident particles themselves. This 
second-order process increases the minimum detectable limits for proton 
excitation to about the levels obtainable by photon excitation. 
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4.2.Ih. Heavy Ions. In general, maximum cross sections are propor­
tional to the square of the charge of the projectile and occur at energies 
directly proportional to the mass of the projectile. From this information, it 
can be concluded that best results will be obtained using a completely 
stripped heavy ion at the appropriate energy. Folkman(62) has discussed the 
processes involved in generating X-ray spectra by bombarding different 
materials with heavy ions and resulting implications for analysis. Impetus for 
collision studies with heavier ions was gained after the discovery of regular 
fluctuations in K, L, and M X-ray production cross sections as a function of 
target atomic number when a variety of target elements were bombarded 
with fission products. These variations showed enhanced X-ray production 
whenever the target and projectile energy levels matched. Cross sections for 
X-ray production by heavy ions are several orders of magnitude higher than 
those for X-ray production by protons of the same energy. Since heavy ions 
penetrate only a few hundred A (less than 100 nm) into most materials, the 
technique can be used as the basis for examining surface phenomena.(i) 

4.2.Ic. Muons. Negative muons are produced by the in-flight decay of 
negative pions, which are artifically produced by bombarding a target with 
photons or electrons having kinetic energies greater than the rest mass of the 
pion. The muon has a mean life that is nearly two orders of magnitude larger 
than the pion (2.2 x 10- 6 and 2.6 x 10- 8 sec, respectively), while their rest 
masses are similar (105.7 and 139.6 MeV, respectively). The free muon decays 
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Figure 11. Idealized spectrum representing elements at 10 ppm in a hydrocarbon matrix excited 
by 3-MeV protons (Jaklevic, 1979). Copyright 1979, the Chemical Rubber Company. 

into an electron and two neutrinos. The sequence of events taking place in the 
so-called muon channel in the accelerator is shown in Figure 12.0) 

In passing through matter, muons, like other charged particles, are 
slowed down by ionization processes. When a negatively charged muon 
comes to rest, it is captured by a nearby nucleus to form a muonic atom, 
analogous to an electronic atom. Since all of the muonic atomic levels are 
unoccupied, the muon will cascade down through these levels, and in the 
process, the atom will emit X rays characteristic of the muonic energy levels of 
the capturing nucleus. These X rays are some 200 times more energetic than 
ordinary atomic X rays due to the high rest mass of the muon, which is about 
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207 times that of the electron. Valkovic(l) discusses muonic X-ray production 
in greater detail. 

4.2.2. TARGET PREPARATION 

Target preparation is one of the central problems in X-ray emission 
spectroscopy analysis. Sample excitations by proton (or any other charged­
particle beams) can be accomplished with thin targets, although the simplest 
method is the direct bombardment of a thick specimen. This method is often 
used for biological materials, such as teeth, from which it is difficult or 
impossible to obtain thin targets. Drawbacks of this method are mainly the 
lower sensitivity and the need for various corrections in calculating the 
results. 

When thin targets are prepared, the material to be analyzed should be 
deposited on some suitable backing. The backing material should have good 
mechanical strength, good electrical and thermal conductivity, and high 
purity, and should be able to withstand high beam intensities. The 
continuous background radiation produced by the backing should be as small 
as possible, which favors thin backings consisting of low Z elements, such as 
thin Ca or plastic foils. 

Target preparation for irradiating by charged particles often requires the 
samples to be solubilized. For most biological substances, the two common 
procedures for organic matter destruction are wet digestion and dry ashing. 
Several workers have made thin targets by depositing a very small mass (less 
than 1 mg) of lyophilized or ashed material on a backing foil, with adhesion 
affected by adding a drop of wetting agent or glue. Water or some other 
liquid samples can be prepared by drying a few drops on an appropriate 
backing when charged particles are used for excitation.(!) 

Separating elements of interest from a large volume into the almost ideal 
matrix and volume of a resin-loaded paper disc has proven to be a versatile 
and effective approach to trace metal determination. The chemical precon­
centration not only reduces or eliminates problems of matrix correction and 
variations in physical properties of the sample, but also increases sensitivity 
by several orders of magnitude. In addition, reliable standards are easily 
prepared, usually from standard reference materials with compositions or 
physical properties certified by the National Bureau of Standards. 

In order to achieve optimal sensitivity in analysis, thin substrates are 
used whenever possible. For example, the range of 3-MeV protons in Ca is 
approximately 16 mg/cm 2, and the ionization process is most effective over 
the early part of the energy loss process. Thus, the highest accuracies and 
sensitivities are achieved with samples having thicknesses of less than 
1 mg/cm2 • However, the thin substrate limits the amount of beam current 
that can be directed on the sample, since local heating in the nonconducting 
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vacuum surroundings can evaporate more volatile constituents or physically 
damage the sample. Using conductive substrates, such as thin Ca foils, 
reduces the problem and also eliminates charging effects on the sample. For 
quantitative analysis of thicker samples, the effects of energy loss of the 
incident protons and absorption of fluorescence X rays must be considered. 
For thick biological specimens, electrostatic charging of, and possible 
evaporation of, volatile constituents from the sample must still be 
considered.(23) 

4.2.3. MEDICAL APPLICATIONS 

The presence of traces of heavy elements in the human organism is of 
great interest in detecting and probably treating human diseases. Partic1e­
induced X-ray emission analysis has already become a very effective means of 
detecting trace elements in biomedical samples, and sensitivities from 0.1 to 
1.0-ppm wet weight can now easily be obtained. These sensitivities can 
generally be achieved in approximately 15 min, using as little as 100 jlg of 
material. If necessary, an analysis can also be easily performed on biopsy 
tissues, using even less material. Another advantage of PIXE analysis stems 
from the fact that 10-15 elements can simultaneously be detected in a human 
organ in a single analysis. 

Of particular importance is establishing normal concentrations of trace 
elements in organs and tissues of "healthy" individuals. A very useful 
compilation on the elemental concentrations in human organs, in· both 
normal and diseased states, is given by Anspaugh et al.(63) Trace element 
concentrations in different organs have been studied for some time. The 
accumulation of certain metals in some organs in malignant diseases has 
attracted special attention. 

Liver tissue has been studied by several research groups. Dabek et al.(64) 

have used the technique of proton-induced X-ray analysis for studying Cu, 
Zn, and Fe in human liver tissue in samples obtained postmortem from 
normal and diseased (cirrhotic) cases. Cirrhotic tissue showed a substantial 
rise in the Cu concentration and, in some cases, a rise in Zn concentration. 

Kubo(65) made measurements on three sets of human liver samples to 
determine the precision of proton-induced X-ray fluorescence analysis. Two 
specimens were obtained from an individual who died of acute myelocytic 
leukemia. Two additional specimens were taken from tissue sections of the 
same liver samples but containing metastatic foci. Within each set, con­
centrations of trace elements were reproduced to within 20%. In some later 
investigations, Kubo et al.(66) used proton-induced X-ray fluoresence to 
determine the concentration of trace elements in human prostate and liver 
tissue samples; Ca, Fe, Cu, and Zn were observed in all specimens. Small 
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amounts of Br were detected in most of the prostate samples and in nearly 
half of the liver samples. The data indicate that the Fe content decreases in 
malignant liver tissues, and the quantities of Cu and Zn are also decreased 
but to a lesser extent. Although these results are preliminary, they indicate 
that a large variation in trace elements exists among individuals with the 
same disease. Since this variation is not attributable to experimental error, it 
apparently reflects true individual differences. 

Walter et al.(67) used 3-MeV protons to excite X-ray emission from tissue 
samples, such as body fluids, ion-exchange membranes, proteins, and others. 
A linear response was demonstrated for such elements as Pb, Cu, Zn, Co, and 
Mn from 5 ng to greater than 2 mg, with a lower limit of sensitivity of about 
200 pg. 

Van Rinsvelt et al.(68) have investigated trace elements in human disease 
by analyzing approximately 1500 samples of ashed human tissues (mostly 
from autopsies) by proton-induced X-ray emission analysis. Up to 15 
different organs from each autopsy were used in the investigation as well as a 
variety of disease conditions, including neoplasis, chronic degenerative 
diseases, arteriosclerosis, and metabolic and inflammatory diseases. In each 
organ, an average of 12 trace elements (with atomic numbers equal to or 
larger than 19) was detected and quantitative measurements were made for 
several elements, including K, Ca, Ti, Mn, Fe, Cu, Zn, Pb, Se, Br, Rb, Sr, Cd, 
Sn, and Ba. 

Trace-element composition of hair has recently received much attention. 
Hair, because of its growth, can reflect the biomedical and environmental 
history of the subject and is convenient to handle and sample. Because hair 
accumulates trace elements over a period of time and is relatively inactive 
metabolically, it may offer information about the nutrient regime of the body. 
Efforts have been made to relate the trace-element content of human hair to 
some diseases that are known to influence trace elements in other parts of the 
body. Proton-induced X-ray emission spectroscopy allows quick measure­
ments to be made of a number of elements in hair samples. Valkovic(l) 
indicates that the typical X-ray spectrum resulting from bombarding hair 
with 3-MeV protons contains peaks associated with K, Ca, Ti, Mn, Fe, Ni, 
Cu, Zn, Pb, As, Se, and Br. Elemental concentration of these elements can be 
easily measured. 

A great interest in the serum concentrations of numerous trace elements 
has developed in the biochemical sciences. Blood samples contain trace 
quantities of Cu, Fe, AI, Ba, Mn, Ni, Cs, Sn, Sr, Cr, Zn, Pb, Mo, Cd, and 
others, but only Cu, Fe, Sr, and Zn appeared in 100% of the specimens 
investigated.(l) These elements attracted considerable interest, since their 
concentrations seem to hold much promise as a clinical test in several patho­
logical conditions. Charged-particle induced X-ray emission spectroscopy 
makes it possible to detect simultaneously several trace elements, and it has 
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the advantage that very small quantities of serum are required in target 
preparation. 

A technique for Se determination in blood serum using X-ray emission 
spectroscopy induced by 1.8 to 4.0-MeV protons has been described by Berti 
et al.(69) A sensitivity ofless than 0.01 ppm for a 100-min counting time (1.8-
MeV protons) and for a 30-min counting time (4.0-MeV protons) was 
obtained. 

Bearse et al.(70) have described elemental analysis of whole blood using 
proton-induced X-ray emission. Samples of 0.1 ml whole blood from humans 
were dried, weighed, and then ashed. Drops made from the ash and a 400-
ppm Pd solution were placed onto Formvar(R) backings. The samples were 
irradiated with 2.25-MeV protons, and Fe, Cu, Zn, Se, and Rb were detected 
with a precision of 7, 18, 7, 50, and 19%, respectively, in human whole blood. 

The use of muons for elemental analysis may have applications in 
biological materials. The spectrum of X rays emitted when negative muons 
are captured in biological material provides quantitative information about 
the elemental composition and, to a lesser extent, qualitative information 
about the molecular composition of the material. Daniel(71) and Rosen(72) 
have pointed out the usefulness of this technique in clinical diagnosis and 
medical research. Muonic X-ray spectra from normal and pathological tissues 
reflect the existence of significant differences in elemental composition. The 
X-ray technique may also be very useful for monitoring elemental changes 
occurring during the course of disease management. The muonic spectral 
measurements of Hutson and associates(73) on dog's blood clearly indicated 
peaks for C, N, and 0 and could be used to determine amounts of them and 
other low atomic number elements present. The researchers used a thin Ti 
box so that muonic X rays originating from the box would not interfere with 
those of the sample material. 

A potentially useful application of muonic X rays is in the elemental 
analysis of tissue deep within the body, thereby eliminating the need for 
surgical intervention. Hutson et al.(73) discussed a system that could be used 
for X-ray analysis of a volume of tissue within the body; a schematic diagram 
of this system is shown in Figure 13. 

Valkovic(l) describes many other investigations from a large list of 
references. 

4.3. Electron Excitation 

4.3.1. DESCRIPTION 

Fluorescence analysis using electron excitation has special character­
istics that set it apart from fluorescence methods employing other forms of 
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Figure 13. Schematic representation of a muon X-ray 
analysis system for tissue volumes deep within the body 
(Hutson et al., 1976). 

excitation. The electron systems use accelerating columns of electron 
microscopes that have the unique capability of providing highly focused 
electron beams. These beams form an extremely well-defined probe that can 
be used to analyze very small portions of a sample. Thus, electron beam 
devices are described as microanalysis systems in contrast to those 
previously described, which are more aptly called bulk analysis systems. 

Electron excitation of characteristic X rays involves the classical 
electrostatic interaction between the incident electron beam and the inner 
orbital electrons of the target atoms. The result is specific shell ionization and 
subsequent fluorescence X-ray emission. As a function of incident electron 
energy, the K-shell ionization cross sections rise from the threshold for the 
given atom to a maximum of 2.5 to 4 times the binding energy and gradually 
decrease beyond that point.(23.74) Figure 14 shows the K-shell ionization 
cross section as a function of electron energy (or accelerating voltage) for 
several elements.(23) The maximum cross sections have about the same 
magnitudes as those for proton excitation (see Figure 10) but are about an 
order of magnitude less than the peak photoelectric cross sections for the 
corresponding elements (see Figure 2). As with heavier charged particles, the 
energy dependence of the cross sections is more gradual than for photons. In 
practice, the total output of excitation intensity will tend to increase with 
increasing voltage because the electron gun "brightness" increases with 
voltage. However, because of the rise in background radiation with voltage, 



Medical Applications of Elemental Analysis 

Figure 14. K-shell vacancy produc­
tion cross sections as a function of 
electron energy (Jaklevic, 1979). 
Copyright 1979, the Chemical Rub­
ber Company. 
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the best operating point for optimal detection limits will generally be below 
the maximum voltage available.(75) 

Perhaps the major limitation in using electron excitation techniques for 
analytical trace-element investigation is the production of background 
bremsstrahlung radiation. This is due to the continuous deceleration process 
involving the interaction of electrons with the nuclear fields. The intensity of 
this bremsstrahlung emission (which represents white radiation not charac­
teristic of the atoms under analysis) increases with the atomic number Z of 
the material and as the square of the accelerating voltage. The resulting 
spectrum exhibits the desired fluorescence (characteristic) peaks riding on a 
broad background, which provides a relatively poor signal-to-noise ratio 
when compared to photon or heavy charged-particle excitation. Figure 15 
shows an example of this effect for electron excitation of the same sample in 
Figure 3.(23) 

The particular advantage of electron excitation devices is their ability to 
analyze very small regions. This characteristic in part compensates for low 
signal-to-noise (sensitivity) properties and becomes important when studying 
trace elements that are generally distributed in a nonuniform manner. The 
spatial resolution will depend on the sample preparation, in the sense that for 
thick or bulk samples, the diffusion and scattering of electrons will result in a 
"teardrop" shaped excitation volume of dimensions considerably greater 
than the incident beam diameter. For ultra thin specimens, the excitation 
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Figure 15. Idealized spectrum representing elements at 10 ppm in a hydrocarbon matrix excited 
by 20- and 4O-keV electrons (Jaklevic, 1979). Copyright 1979, the Chemical Rubber Company. 

volume is roughly cone shaped with minimal extension beyond the original 
beam boundaries as seen in Figure 16.(75) 

The highly focused electron beam, coupled with the ability of some 
microscopes to scan, provides a method for obtaining qualitative maps of 
locations of a specific element in a sample. Quantitative analysis using 
electron beam systems requires a few special considerations. The elemental 
concentration will be proportional to the specific X-ray intensity divided by 
the appropriate correction factors. A discussion of three of the most 
important processes involved in the model of electron excitation X-ray 
fluorescence follows. These processes involve the so-called "ZAF" model and 
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Figure 16. Diffusion of electrons en­
tering the surface of a thick specimen 
(Chandler, 1978). 
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include effects of atomic number (Z), absorption (A), and secondary 
fluorescence (F). 

The atomic-number effect is associated with penetrating and scattering 
of the electron within the excitation volume. The correction factor is composed 
of the ratio of two terms R/S where R is the fraction of incideht electron 
energy that remains in the sample and generally decreases with both 
increasing atomic number and increasing electron-accelerating voltage. The S 
is associated with the rate of electron energy loss (electron-stopping power) 
and is greatest for low atomic number matrices and low electron energies. 
Errors involved in estimating the atomic number factor are actually increased 
when extrapolating from the assumptions made for heavier materials to 
biological tissues. The fact that Rand S vary in a manner that tends to cancel 
individual term errors, provides some relief given the overall accuracy. 
RUSS(74) indicates that it is desirable to keep this factor in the 0.5-1.8 range 
(preferably 0.8-1.25), which generally limits the accelerating voltage to values 
no lower than about two times the absorption edge energy and no higher 
than seven to ten times that energy. 

The absorption correction refers to self-absorption of those fluorescence 
X rays generated within the sample that consequently do not reach the 
detector. The absorption coefficient will depend on the accelerating voltage 
used, the X-ray energy, and the specimen composition. Iterative techniques 
are used involving compositional assumptions that define the attenuation 
followed by the subsequent calculational results and comparisons with 
reduced X-ray output intensity. An absorption factor less than about 0.5 
indicates that the accelerating voltage is too high, resulting in excessive 
penetration depths that lead to analysis error. 

Finally, secondary fluorescence, which tends to increase a specific 
element's X-ray intensity, may be produced as a result of absorption of the 
fluorescence X rays of a higher atomic-number element in the matrix. This 
factor will be increased if there are elements present with absorption edges 
just below the energy of the principle emission lines of another element. In 
practice, the low concentration of the trace elements under analysis in thin 
biological samples make secondary fluorescence negligible. 

In broad terms, electron excitation analysis involves incorporating an X­
ray fluorescence detector into the traditional electron microscope's optical 
system. Initially, electron microscopes were categorized as scanning electron 
microscopes (SEM) or transmission electron microscopes (TEM). More 
recently, design changes have provided the SEM system with transmission 
capability (called STEM) and vise versa, so that the two categories have 
tended to merge. RUSS(74) has reviewed some of the basic comparative 
characteristics of these systems, which include: 

1. Image resolution for most commercial SEMs (or STEMs) is in the 
range 5-20 nm, whereas the TEM may achieve a resolution of under 0.5 nm. 
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2. For the SEM, the normal image is formed through point-by-point 
collection of the low-energy secondary electrons emitted from a thin layer 
near the sample surface. Close to the surface, the incident beam electrons 
have not experienced any significant transverse scattering, and the secondary 
electrons provide a spatial resolution roughly comparable to the beam 
diameter. This method of imaging coupled with electronic signal amplifica­
tion gives STEM images enhanced contrast relative to TEM images. It is 
noted that for bulk samples, the X-ray photon image would be of much lower 
spatial resolution than the secondary electron image, since the X-ray 
production volume's diameter is considerably greater than the incident beam 
dimension. 

3. The SEM offers advantages in specimen chamber design that include 
(a) more chamber space, facilitating positioning of the X-ray detector relative 
to the sample and thus improving efficiency; (b) room for specially staged 
mounts for either thin samples designed from low atomic number materials 
(beryllium or graphite) that will reduce background, or specimens to be held 
at low temperatures. 

4. In general, the TEM design incorporates a more intense electron 
beam and provides a higher accelerating voltage. Higher voltages may 
contribute to analytical error as a result of increased background due to 
scattered electrons; however, these voltages may be required for penetrating 
thicker samples. 

5. The TEM is more flexible in terms of the electron optical system and 
facilitates operator control and monitoring the electron beam. 

A review of TEM microanalysis with ultrathin biological samples by 
Chandler(75) further describes the terminology and design of various systems, 
such as (1) EMMA (electron microscope micro analyzer); these instruments 
incorporate twin wavelength-dispersive crystal spectrometers along with 
energy-dispersive analyzers to provide high trace element detection sensi­
tivity. (2) TEAM (transmission electron analytical microscope); these systems 
generally use solid-state energy-dispersive detectors. (3) TEPA (transmission 
electron probe analyses); these systems were similar to the EMMA but of an 
earlier vintage. The electron image resolution was of low quality, and its 
primary function was examining and analyzing bulk samples (as opposed to 
thin-specimen analysis). Figure 17 shows a schematic of a TEM system. 

For most of the elements in the periodic table from atomic number 11 
(Na) to higher values, the minimum detectable concentration for electron 
excitation X-ray fluorescence is in the range 0.1--0.01% for bulk materials 
provided the accelerating voltage is high enough for efficient excitation. As 

already discussed, the fundamental limitation is the background bremsstrah­
lung radiation. For lower atomic-number elements, the detection limit is 
somewhat higher because such elements as C, N, and 0 emit fewer 
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Figure 17. Schematic representation of a TEM system (Chandler, 1978). 

characteristic X rays, and they are emitted at lower energies where they are 
more strongly absorbed. 

For bulk biological tissue samples having a total excited volume in the 
range 10--50 11m3, detecting trace elements within that volume becomes 
exceedingly difficult. Theoretically, thin-sample preparation allows detection 
limits to be brought down to the few-hundred-parts-per-million level (0.01%) 
for analyzed volumes in the range 10- 3-10- 4 11m3, which would represent an 
elemental mass as small as 10- 20 g (a few hundred atoms) for a nominal 
density of 1 g/cm3 . In practice, minimum detectable quantities are 10- 17 to 
10- 18 g with an analysis time of several minutes.(74) Detection limits could be 
increased by using higher incident electron beam intensity; however, the 
ultimate limitation would involve the ability of the sample to withstand 
heating effects at the higher current densities. 

4.3.2. SAMPLE PREPARATION 

Sample preparation techniques have been reviewed by Russ(74) and 
Chandler.(75) Sample preparation depends acutely on the intended purpose of 
analysis. The proper preparation of the biological tissue specimen is critical 
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and represents one of the major technological aspects of successful X-ray 
analysis. In brief, techniques include (1) conventional fixation (aldehyde or 
alcohol) and embedding, (2) histochemical methods, (3) freeze substitution 
(replacing tissue water with resin), (4) freeze drying and embedding, (5) cryo­
ultramicrotomy, (6) air drying, and (7) ashing and replication. Details and 
further references concerning these methods are provided by Chandler.(75) In 
addition, the important area of tissue-equivalent fluorescence standards 
required for quantitative analysis of thin specimens is discussed in this 
reference. 

4.3.3. MEDICAL APPLICATIONS 

The X-ray fluorescence analysis of biological samples may be classified 
into four broad categories(74,75): 

1. Naturally occurring elements-localization and analysis (endogen­
ous electrolytes, enzyme cofactors, metals, etc.). 

2. Detecting elements associated with pathological conditions or acci­
dently introduced matter (foreign particles, toxic substances). 

3. Detecting deliberately introduced foreign material (tracers, drugs, 
stains, labels, etc.). 

4. Histochemical reaction products (molecular group localization, etc.). 

By far, most of the investigative analysis to date has involved detecting of 
trace endogenous elements in tissue. However, most of the studies have been 
qualitative in nature rather than quantitative. The following is an abbreviated 
list of representative work across a broad spectrum: Ahmed(76) has used EMMA 
instrumentation for investigating P and Ca in human breast carcinoma; Ashraf 
et al.(77 , 78) have used STEM techniques to study P and Ca in myocardium 
muscle, while Yarom et al. (79) have looked at CI, K, and Ca in the myocardium as 
a function of sample preparation. Davies et al.(80) have applied TEAM 
techniques in analyzing Na, Mg, P, S, K, and Ca in heart tissue; Chandler(81) has 
analyzed human chromosomes for Mg, P, S, Ca, Fe, and Zn using an EMMA. 
Kidney studies have been performed by Dempsey et al. (82) using a STEM and by 
Baker and Appleton(83) using a TEAM to analyze P, S, CI, Ag, Mn, K, Ca, Fe, 
and Si. Cartilage and bone studies have been carried out by Ghadially et al.(84) 

usingaSTEM to analyze P,K,and Fe; and by Murphy et al.(85) using a TEAM to 
analyze Fe. 

A wide range of additional tissues and organs have been subjected to 
electron excitation fluorescence analysis. they include,in part, ovary (EMMA­
Mg, Si);(86) endometrium (TEAM-Cu);(87) sperm (TEAM-Zn);(88) stomach 
(EMMA-Mg, AI,Si,P, S,CI,K,Ti,Fe);(89)pancreas(EMMA-Na, Mg ,K,Ca, 
Ma, Sb);(90) cornea (EMMA-Na, K);(91) brain (TEAM-S, CO);(92) blood 
(EMMA-P, S, CI, K, Ca);(93) and skin (TEAM-Si, P, S, CI, K, Ca).(94) 



Medical Applications of Elemental Analysis 175 

Chandler(75) has made an extensive bibliographical review that includes 
medical investigations. His review table provides information about the 
instrumentation used, sample preparation techniques, type of tissue, and 
elements under investigation. 

5. SUMMARY 

It is interesting to compare the different modes of excitation in terms of 
precision, accuracy, and minimum detectable limits. Electron excitation is a 
specialized microanalytical procedure in which high accuracies are not usually 
achieved. For homogeneous samples, minimum detectable limits of less than 
100 ppm are not practical.(23) The advantage of this technique is its ability to 
analyze extremely small areas of a sample and yield information regarding 
relative spatial distributions of elements in the sample. It is difficult to compare 
meaningfully heavy charged-particle excitation and photon excitation because 
of all the variables involved, such as the type of source, the sample form, the 
particular element of interest, etc. However, both methods are, in general, 
capable of analyzing to the I-ppm level. 

Because charged-particle beams can be focused, a smaller amount of the 
sample material is necessary with this type of analysis than with photon 
excitation. Charged-particle beams are also more effective for analyzing low 
atomic number elements (12 ~ Z ~ 22).(1) However, photon sources (X-ray 
tubes, radionuclides) are much cheaper and much more convenient than 
charged-particle accelerators, which may, indeed, be the overriding considera­
tions in choosing a method of fluorescence analysis. 

In general, fluorescence analysis is a relatively fast, easy to use, multi­
element analysis technique that can be used to detect all elements of atomic 
number greater than 11 over a wide range of elemental concentrations, from 
high percentages to trace quantities in the fractional ppm range. In general, the 
technique is non destructive, and the sample may be used again for subsequent 
analyses (although charged-particle beams may be destructive to the sample). 
There is usually less sample preparation involved in fluorescence analysis than 
with other analytical techniques, and the sample may take one of many different 
forms. These features have resulted in the wide acceptance of X-ray fluorescence 
techniques in many medical applications. 
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4 

Basic Imaging Properties of 
Radiographic Systems and 
Their Measurement 

KUNIODOI 

1. INTRODUCTION 

The physical image quality of radiographs is known to be affected by at 
least three fundamental factors, namely, contrast, resolution (or sharpness), 
and noise (or radiographic mottle).(l,2) The contrast of a radiograph, 
commonly referred to as radiographic contrast, is related to the film contrast 
(or gradient), radiation contrast, and primary (or scatter) fraction. The 
gradient is usually derived from the characteristic curve (or Hand D curve) of 
the screen-film system on which the radiographic image is recorded. The H 
and D curve is a basic imaging characteristic in radiographic systems and has 
been measured by a technique called sensitometry. 

The resolution properties of a radiographic system or of its imaging 
components have been evaluated by means of the modulation transfer 
function (MTF), which describes the frequency response of an imaging 
component or of a total imaging system. Measurements of the MTFs of X-ray 
intensifying screens were first attempted about two decades ago;(3-6) this was 
probably the beginning of modern X-ray imaging science. The concept of 
frequency analysis was then applied to evaluating the noise of radiographic 
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images by means of the Wiener spectrum. This type of analysis has 
significantly increased our understanding of radiographic mottlep-9) 

In this chapter, methods and procedures for measuring the basic imaging 
characteristics of radiographic systems are described, and physical para­
meters that are pertinent to these measurements are discussed. 

2. X-RAY SENSITOMETRY 

When a radiographic image is produced on a photographic film, the 
distribution of the image appears as variations in the darkness of the film. 
The film darkening is often quantified by the photographic density or optical 
density, which is equal to the logarithm of the reciprocal ofthe transmittance 
of the film. Since the term optical density is used in solid-state physics and 
chemistry as an indicator of light absorption in materials, the term 
photographic density is preferred for the darkening of film in photography and 
radiography. For simplicity, we shall refer to it here as density. 

The relationship between density and radiation intensity has usually 
been illustrated by plotting the logarithmic relative intensity on the abscissa; 
this is called a characteristic curve or Hand D curve. The Hand D curve has 
been used for a number of different studies, which include not only 
determining the film gradient but also measuring MTFs and many other 
physical properties of radiation intensities as well as monitoring films and 
film processing for quality assurance programs in diagnostic radiology 
departments. 

It is known that the shape of Hand D curves depends on such factors as 
the type of film, processing conditions, and exposure time. Specifically, the 
inapplicability of the reciprocity law to light exposure is an important factor 
for accurately measuring Hand D curves, since the Hand D curve of a 
screen-film system varies with the exposure time employed, whereas the H 
and D curve of a film under direct X-ray exposure without screens does not. 
Since the radiographic image is obtained by an X-ray exposure at a fixed 
exposure time, and Hand D curve used for quantitative analysis must be 
determined by a method that employs an exposure time comparable to the 
actual time used for radiographic imaging. Therefore, only the radiation 
intensity is changed in deriving the Hand D curve of a screen-film system. 
This procedure is called intensity-scale sensitometry, whereas time-scale 
sensitometry is employed when the reciprocity law holds. 

2.1. Methods of Measurement 

The simplest method of varying X-ray intensity is changing the distance 
between the X-ray tube focal spot and the screen-film system according to the 



Basic Imaging Properties of Radiographic Systems 183 

inverse-square law. The first intensity-scale X-ray sensitometer was built by 
Cleare at the Eastman Kodak Research Laboratory;(10) later, a more 
sophisticated, automated X-ray sensitometer was constructed at the Univer­
sity of Chicago by Haus and Rossmann. (11) This sensitometer is still frequently 
used at the Rossmann Laboratory and is described in detail in Section 2.2. 
The inverse-square X-ray sensitometer is considered the most accurate device 
for measuring Hand D curves of screen-film systems and is presently 
regarded as the standard. 

Another method of varying X-ray intensity is step-wedge sensitometry, 
in which a step wedge made of absorbers, such as aluminum and/or copper, is 
used to attenuate the X-ray beam incident on the screen-film system.(12.13) To 
minimize the change in beam quality, a heavy filter, such as approximately 
30 mm of aluminum is placed in front of the X-ray tube collimator. In 
addition, lead masks may be used to reduce the scatter from the step 
wedge.(14) The Hand D curves measured by this method indicate a lower 
contrast and a greater latitude than corresponding values measured with an 
in verse-square sensitometer. (15) 

The X-ray intensity may be varied by adjustments in the X-ray tube 
current. However, if a wide range of tube current is used, the kV wave form 
may change, thus resulting in inaccurate control of the X-ray intensity. 
According to our experience, however, this procedure offers a simple and 
reasonable approach to determining Hand D curves over a relatively narrow 
range of intensities. With this method, the contrast tends to be slightly lower 
when sensitometry is performed over a wide range of intensities. 

Recently, a number of investigators(14-17) attempted to construct the H 
and D curve from measurements over many separate segments of the curve, 
which is called "bootstrap sensitometry"; Yester et ai.(16) employed a kV-time 
bootstrap technique. At a low initial kV setting, they made three exposures of 
a screen-film system by using exposure times of 0.25, 0.35, and 0.5 sec. By 
relating the relative exposure to the corresponding density, this provides a 
small lower portion of the Hand D curve. They assumed that the reciprocity 
law holds for this experiment because the range of exposure times employed 
is small. The second set of exposures, with the same exposure times used for 
the first set, is then made at an increased kV setting in such a way that the 
lowest density in the second set is below the highest density in the first set; 
thus, the two segments ofthe Hand D curve overlap. Additional exposures at 
increased kVs are then made, which complete the curve. 

Bootstrap sensitometry can be performed by means of a combination of 
other parameters, such as mA and time instead of kV and time. Wagner et 

ai.(15) employed an aluminum step wedge containing 25 steps by exposing 
twice at two different exposure times, which corresponds to a step-wedge­
time combination. The use of the step wedge simplifies the experimental 
procedure considerably. Bednarek and Rudin(14) employed a step wedge-
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distance combination and also a graphic determination of the Hand D curve 
based on the relationship of densities between two films exposed at different 
distances. This graphical approach was intended to eliminate the un­
certainties of constructing the Hand D curve from segmental measurements. 
The authors found a close agreement between bootstrap and inverse-square 
sensitometry. 

Another method of sensitometry that is widely used for quality 
assurance in processing conditions in radiology employs a simulated-light 
sensitometer. With this device, light intensity is adjusted by means of a 
neutral density filter through which a film is exposed. This method is 
fundamentally different from approaches based on adjusting the X-ray 
intensity. However, it is generally believed that the simulated-light sensito­
meter can produce the same Hand D curve as that obtained with the X­
ray sensitometer if the spectral distribution of the simulated light accurately 
matches the spectral distribution oflight emitted from the intensifying screens 
and if the light-absorbing step wedge is accurately made. In our experience, H 
and D curves obtained with a well-made light sensitometer are very similar to 
those measured with the inverse-square sensitometer, especially at densities 
below about 2.0. 

2.2. Inverse-Square X-Ray Sensitometry 

One can determine the Hand D curve of a screen-film system by 
exposing the system at various distances from the X-ray tube and by plotting 
the exposures at these positions versus the corresponding film densities. This 
can be done manually in various ways; however, precision, reproducibility, 
and efficiency are improved by automated procedures. 

An automatic intensity-scale X-ray sensitometer designed by Haus and 
Rossmann(11.18) (Figure 1) is composed of (1) an X-ray source continuously 
emitting radiation at a constant intensity at diagnostic kilovoltages; (2) a 
shutter permitting accurate and reproducible timing of exposure; (3) a device 
providing automatic, stepwise increases of the focus-film distance to produce 
known, constant increments in exposure; and (4) a special cassette and 
cassette-moving device. The X-ray source is a conventional 2S0-kV General 
Electric Maxitron therapy X-ray tube. Several modifications were made so 
that the output of the tube could be kept stable; they included using a line 
voltage stabilizer and precise meters for monitoring and controlling kilo­
voltage, the primary line voltage, and the tube current setting. At 80 kV, the 
fluctuation in kilovoltage is at most ±t kV at the constant tube current. With 
these instruments, we found that it was not necessary to continuously 
monitor the X-ray beam in the film plane. 

The timing shutter and cassette carriage are shown in more detail in 
Figure 2. Two superimposed lead-lined sector wheels that can be rotated 
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Figure 1. Intensity-scale X-ray sensitometer with a 250-kV therapy X-ray tube, timing-shutter 
wheel, and cassette carriage on the track assembly. 

Figure 2. Timing-shutter wheel and cassette carriage. 
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relative to each other define the selection of apertures, which are marked off 
in degrees. With the sector wheels set at a given degree opening, the shutter is 
rotated at a constant rate of 18 rpm by a synchronous motor, which provides 
a specific exposure time. The exposures used in practice range from 0.05 sec 
(5.4°) to 1.48 sec (160°). Two springs, located behind the aperture defined by 
the sector wheel and controlled by solenoids, allow two lead shutters to open 
and close. The action of these shutters is synchronized with the rotation of the 
wheel and the movement of the cassette carriage by two microswitches 
positioned above the sector wheels. These shutters avoid film exposure while 
the cassette carriage is moving. A diaphragm behind the lead shutters limits 
the beam size. The size of this diaphragm was chosen so that (1) the film sees 
the entire focal spot at all focal spot-film distances; (2) the beam size is large 
enough at the shortest focal spot-film distance to provide a uniform exposure 
to the film; and (3) the beam size is limited so that no scatter is introduced by 
the beam striking the bench, wall, or objects other than the film, at even the 
greatest focal spot-film distance used. 

A chain drive extending over the length of the bench automatically 
moves the cassette carriage to prescribed focal spot-film distances. These 
distances are defined by mechanical stops, located on the side of the bench, 
that activate a micros witch on the cassette carriage. The stops which define 
the exposure increments are positioned at distances ranging from 26 to 
320 cm (10 to 126 in). This results in 23 steps of 0.10 log exposure increments 
(26% exposure increments). The exposure latitude of 23 steps consisting of 
0.10 log exposure increments (log EREL = 2.2) generally fulfills the require­
ments of providing the complete characteristic curve of medical X-ray film 
and screen-film systems. The calibration was checked against an X-ray time­
scale sensitometer by using a direct X-ray film. 

Figure 3 shows an exposed film strip with measured film densities in 
column 1; the density across each step is uniform within ±0.01. The film 
density can be plotted against the logarithm of the corresponding relative 
exposure (column 2) or against the relative exposure itself (column 3). 
Column 4 indicates the focal spot-film distance corresponding to each step. 

The resulting characteristic curve for a typical screen-type X-ray film 
exposed with calcium tungstate intensifying screens is shown in Figure 4. 
Such sensitometric curves can be reproduced within an accuracy of ± 2% of 
the exposure (± 0.01 log exposure). 

By using this X-ray sensitometer, we have investigated the effects of some 
parameters on the shape of Hand D curves. First, we found(18,19) that the 
shapes of Hand D curves of most blue- and green-sensitive radiographic 
films do not change significantly with the screens employed, even though it is 
well known that the Hand D curve of a photographic film depends on the 
spectral composition of the light used.(20) Haus et al. examined the 
dependence of Hand D curves of Kodak RP film and 3M XD film by using 
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3M Alpha 8, Kodak X-Omatic Regular, and DuPont Par Speed screens, 
which are made of (La, Gdh02S, (Ba, Sr)S04-, and CaW04- phosphors, 
respectively. The wavelengths of the light emitted by these screens differ 
considerably, ranging from green to ultraviolet. Nevertheless, there was no 
noticeable difference in the shapes of Hand D curves when these screens were 
employed. 

The dependence of X-ray beam quality on the shape of Hand D curves 
was also studied by increasing the tube voltage to 120 kV and using a 
Thoreaus filter.(2l. 22) There was no significant change in the shapes of Hand 
D curves from those obtained at 80 kV with a 0.5-mm Cu and a 3-mm Al 
filter, which was considered a representative beam quality in the medium 
diagnostic energy range. However, it is possible that, if a very soft X-ray beam 
is used, the shape of the Hand D curve may change because of the difference 
in the fractions of light exposure in the front and back emulsions. 

Major changes in the shapes of Hand D curves can occur, however, 
depending on the film used and processing conditions,(23) including daily 
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Figure 4. Characteristic (H and D) curve of a typical radiographic screen-film combination. 

variations in the chemical condition of the developer and in the temperature 
in the film processor, and also batch-to-batch variations in the films as well as 
aging of films. 

2.3. Application of a Curve-Smoothing Technique to the Determination 
of Hand D Curves and Their Gradients 

One of the important factors affecting radiographic image quality is the 
film contrast of the recording system, which may be expressed as the gradient 
of its Hand D curve. The gradient G is defined by the slope of the Hand D 
curve and is given by 

llD 
G=--­

lliog E 
(1) 

where llD is a small df:nsity difference corresponding to an increment in the 
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logarithm of the exposure. It should be noted that the gradient depends on 
the density and is sometimes called a point-by-point gamma. 

From Eq. (1), the radiographic contrast I1D, which is defined broadly as 
the difference in densities between two locations in a radiograph, can be 
described approximately by 

L1D = 0.43 G I1EE (2) 

where E and E + L1E are the exposures responsible for the densities at the two 
locations. The quantity I1EIE may be called the radiation contrast, which is 
related to the object being radiographed and the X-ray beam quality 
employed. It has been shown(21,155) that, for accurate estimates of radio­
graphic contrast, the energy response of a recording system also has to be 
incorporated. When the scattered radiation is included in the final radio­
graph, as is usually the case, Eq. (2) may be extended to a more general 
expression that includes the scatter fraction S. The radiographic contrast L1Ds 
is then described by 

L1E 
L1Ds = 0.43 G E (1 - S) (3) 

where the scatter fraction is equal to Es/(E + Es) and Es is the exposure due 
to the scatter. The scatter fraction depends on the energy response of the 
recording system.(156-158) Equation (3) shows that radiographic contrast is 
related in a simple way to the film gradient, radiation contrast, and scatter 
fraction. In most radiographic examinations, some of the scattered radiation 
coming from the object is usually removed by anti scatter techniques, such as 
the use of a grid, air gap, or scanning slit device.o 59,160) When a grid is 
employed, the resulting scatter fraction is affected by many factors, such as 
geometric parameters of a grid as well as the specific imaging conditions used, 
which are discussed in greater detail in Refs. 161 and 162. 

The gradient at each density is usually derived by means of numerical 
differentiating a Hand D curve. Experimental determinations of Hand D 
curves are subject to a relatively small error, which can, nevertheless, cause 
large fluctuations and uncertainties in the calculated gradient, since numer­
ical differentiation tends to amplify errors. Large fluctuations in the gradient 
curve, which is a plot of the gradient versus the density, are common, and 
they introduce inaccuracy into the comparison of film contrasts. 

In order to reduce this uncertainty, we have developed a curve­
smoothing program for the PDP 8/e computer in our laboratory. With this 
program, Hand D curve smoothing and the subsequent derivation of the 
gradient curve from the smoothed curve can be accomplished routinely. The 
program has proved useful and convenient as a part of the sensitometric 
evaluation of radiographic recording systems.(24) 
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One powerful technique that can be applied to numerical methods for 
fitting a smooth curve through measured data is estimating parameters by the 
principle of least squares. This method can reduce random errors to some 
extent and, in certain cases, it can even reduce systematic errors that may 
cause fluctuations in the data. Among the several methods of curve fitting by 
least squares, we have chosen orthogonal-polynomial smoothing for evenly 
spaced abscissas by using discrete Legendre polynomials(25) for Hand D 
curves. This method has the following advantages: First, the discrete 
structure of polynomials in this form is suitable for computer do-loop 
manipulation without requiring numerical integration. Second, the ortho­
gonality of the polynomials makes possible independent calculations of 
regression coefficients without having to solve for a system of simultaneous 
equations; thus, the problem of inverting a near-singular matrix, which 
occurs when the number of data points is large, is avoided.(26) Third, 
regression coefficients are independent of one another; to increase the order 
of regression by one or more, one can calculate the additional coefficient(s) 
independently without recomputing all of the previous coefficients, as is 
necessary in curve smoothing with ordinary polynomials. The form of the 
discrete Legendre polynomials used in the program and the derivation of the 
regression coefficients have been described previously.(24) 

In this program, a polynomial of any desired degree can be used for 
smoothing. The ouput includes the fitted Hand D curve, residuals, the 
residual root mean square (RRMS), gradients as a function of densities for 
both fitted and original curves, and the average gradient between the net 
densities 0.25 and 2.00. The fitted Hand D curve and the gradient curve, as 
well as the original data points, are plotted on a CRT screen. It is then 
determined from the RRMS value and the CRT display whether the 
smoothing is satisfactory. The RRMS value is employed as a guide for fitting 
the curve. The final decision, however, is based on the visual comparison of 
the CRT display images of both Hand D and gradient curves. This procedure 
is necessary because, in some cases, very high degree polynomials tend to 
follow fluctuating experimental data, resulting in obviously unsmooth curves 
(especially gradient curves) even with small RRMS values. If a polynomial of 
a different degree is desired, higher regression coefficients are calculated and 
new outputs given. This procedure is repeated until optimal curve smoothing 
is obtained. 

The program was tested with Hand D curves of many screen-film 
systems and direct X-ray films; some results are shown in Figures 5 and 6. The 
Hand D curve of type AA X-ray film, fitted by fourth-degree polynomials, is 
shown in Figure 5(a). The gradient curve in Figure 5(b), derived from the 
fitted Hand D curve, is smooth and fits the original gradient values well. In 
Figure 6(a), the curve for RP film with BG Hi-Speed screens was smoothed 
by sixth-degree polynomials. Some fluctuations in data points can be seen in 
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Figure 5. (a) Hand D curve of Kodak 
Type AA X-ray film, smoothed by fourth­
degree polynomials. (b) Gradient curve 
derived from the smoothed Hand D curve 
ofType AA film. Points are gradient values 
obtained from an experimental Hand D 
curve. 
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the middle density range. The gradient curve in Figure 6(b) reveals amplified 
fluctuations in the original data and the smoothly fitted curve. 

We found that Hand D curves of screen-film systems are, in general, 
smoothed optimally by sixth- or seventh-degree polynomials; some systems 
can be smoothed equally well with either degree. The eighth degree is too 
high for all Hand D curves, since it tends to follow fluctuations in the data, 
especially at high densities. The Hand D curves of direct X-ray films are fitted 
by polynomials of lower degree than needed for screen-film systems. Curve 
smoothing has been carried out routinely in our laboratory with a PDP 8/e 
digital computer after each Hand D curve measurement. This procedure has 
led to improved sensitometry and evaluations of film characteristics. 
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Figure 6. (a) Hand D curve of Kodak 
XRP film with GAF BG Hi-Speed screens, 
smoothed by sixth-degree polynomials. 
(b) Gradient curve of XRP film with BG 
Hi-Speed screens. 

3. RESOLUTION PROPERTIES OF RADIOGRAPHIC 
IMAGING SYSTEMS 

The image degradation of an object in terms of its spatial distribution, 
which has been called "unsharpness" or "blur", is caused by the resolution 
properties of the imaging system used. The basic characteristic of resolution 
properties has been described by the system's response to a delta-function like 
input that is a point object in the two-dimensional case or a line object in the 
one-dimensional case. The spatial distributions of these responses are called 
the point spread function (PSF) and the line spread function (LSF); these 
functions are very similar to the impulse response that has been widely used 
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in electronics. In fact, many descriptors of imaging performance in radio­
graphy, photography, and optics were derived from identical or similar 
concepts established in electronics and communication systems. 

The Fourier transform of the PSF or the LSF has been called the optical 
transfer function (OTF), which describes the response of an imaging system 
in the spatial-frequency domain. 

The OTF of an imaging system H2(u, v) is defined as 

H2(u, v) = f~oo f~oo h2(x, y) exp{ -2ni(ux + vy)} dx dy (4) 

where (x, y) and (u, v) are spatial and spatial-frequency coordinates, 
respectively, and h2(x, y) is the PSF, which is assumed to be normalized; 
namely, 

f~oo f~oo h2(x, y) dx dy = 1 (5) 

The OTF is generally a complex quantity and can be described by its 
modulus IH2(u, v)1 and its phase, <P2(U, v), which are called the modulation 
transfer function (MTF) and the phase transfer function (PTF), respectively. 
The OTF can be expressed as 

(6) 

When the response of a radiographic imaging system, such as a screen­
film system, is rotationally symmetric, the expression for the OTF can be 
simplified. In such a case, the LSF hex) is related to the MTF H(u) by the 
Fourier cosine transform, namely, 

H(u) = 2 too hex) cos 2nux dx (7) 

and these simplified one-dimensional quantities can be obtained from the 
two-dimensional quantities in the following manner: 

H(u) = IHz(u, 0)1 exp{i<P2(U, O)} (8) 

and 

hex) = f~oo h2(x, y) dy (9) 

The phase term disappears in many cases when the LSF is symmetric. 
Even if the PSF is not rotationally symmetric, the one-dimensional 

approach is commonly employed for experimentally determining the MTF 
(and PTF) because of the simplicity of the instrumentation and the 
procedure, as described in detail in Section 3.2. In this case, however, it is 
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often necessary to determine the LSFs and MTFs in various directions; they 
can be derived by changing the orientation of the slit that is used as a line 
object. 

The usefulness of the OTF and MTF is due to the fact that they are the 
most accurate and sophisticated tools presently available for image analysis. 
The OTF has been widely used in evaluating imaging components and also 
the imaging system as a whole. The OTF is particularly useful for a cascaded 
imaging system, since the overall OTF is simply given by the product of the 
OTFs of the components, whereas the convolution integrals are required in 
the spatial domain.(27) Many approaches to image processing(28, 29) and 
analyzing image noise(30,31) have been evaluated by means of the OTF as 
well. 

3.1. Methods of Measuring MTFs 

The OTFs or MTFs of radiographic imaging components, such as 
screen-film systems and X-ray tube focal spots, have been measured by many 
different techniques. Basically, they may be divided into two approaches: (1) 
the Fourier transform of the LSF or (2) measuring the contrast of a cyclic 
pattern. 

In the first approach, based on Fourier analysis, the LSF or the slit 
image is obtained experimentally, and then the digital Fourier transform is 
performed by means of a computer.(32, 33) Analog techniques for the Fourier 
transform have also been attempted with a coherent optical system that 
requires a pinhole or slit image on a photographic transparency,(34) 
or with an incoherent optical system that employs a sinusoidal mask(35) 
or a Moire pattern(36) for an emitted slit image (light distribution). When 
computers became readily available, the digital approach became popular 
for determining MTFs. Details of MTF measurements for screen-film 
systems and focal spots by digital Fourier transformation are described in 
Sections 3.2 and 3.3. 

The LSF may be determined directly from the slit image as previously 
described, or it may be calculated from the first derivative of the edge 
response.(37) One problem associated with the edge-response method is that 
the first derivative is very sensitive to fluctuations in experimental data. In 
addition, it is difficult to determine accurately the tail portion of the LSF. 
Both of these factors may cause uncertainties in the calculated LSF and thus 
in the MTF as well. 

In the second approach, based on contrast measurements, a cyclic 
pattern, such as a sinusoidal or square-wave pattern of varying frequency, is 
used as an object, and the contrast of the resulting image is determined 
experimentally. The ratio of the image contrast to the object contrast, plotted 
against the spatial frequency, provides the MTF if the sinusoidal pattern is 
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Figure 7. Relative intensity distributions of a sinusoidal object and the corresponding image in 
a linear and shift-invariant system. 

employed or the square-wave response if the square-wave pattern is used. The 
MTF can be derived from the square-wave response as described later. 

The principle of determining the OTF or MTF by the contrast method 
can be described as follows: We assume that the relative radiation intensity 
distribution of an object or the input to an imaging system is described by 

i(x') = io + a cos 2nux' (10) 

where io is the average relative intensity, a is the amplitude of the sinusoidal 
pattern, u is the spatial frequency of this input distribution, and x' is the 
distance in the object plane, as illustrated in Figure 7. When this object is 
imaged by a linear and shift-invariant (or isoplanatic) system, such as an x­
ray fluorescent screen, the image or output distribution g(x), which is 
considered here as the relative light intensity distribution, is given by 

g(x) = io + aIH(u)1 cos{2nux + ¢(u)} (11) 

as shown in Figure 7. Here, IH(u)1 and ¢(u) are the MTF and PTF, 
respectively, and are defined in the same way as in Eqs. (4) and (6) in one­
dimensional form 

H(u) = J:oo h(x) exp(-2niux) dx 

= IH(u)1 exp{i¢(u)} (12) 
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By using the Fourier cosine and sine transform, one can derive 

IH(u)1 = [{f~oo h(x) cos 2nUXdXf + {f~oo h(x) sin 2nux dxfT/2 (13) 

A..() J~ h(x) sin 2nux dx tan 'I' u = -,;"-'-----:----'-:------,-------,-
J~oo h(x) cos 2nux dx 

(14) 

Equation (11) can be obtained from the convolution integral, which provides 
the fundamental relationship between the object, the image, and the LSF in a 
linear and shift-invariant imaging system, as shown by 

g(x) = f~oo i(x')h(x - x') dx' 

or (15) 

g(x) = f~oo i(x - x')h(x') dx' 

The radiation contrast incident on a recording system was defined in 
Section 2.3 as I1E/E. We shall define the contrast of the input pattern in Eq. 
(10) in a similar way by applying the amplitude and average for I1E and E so 
that the object contrast Co is equal to a/io. In practice, it is convenient to 
relate the object contrast to the maximum and minimum values of the cyclic 
pattern. One can show from Eq. (10) that 

or 

a 
Co =-;-

10 

imax - imin 
Co =. . 

Imax + Imin 

(16) 

(17) 

In a similar way, the image contrast Ci is defined in terms of the amplitude 
and average of the image distribution in Eq. (11) and also the maximum and 
minimum values of the image distribution; namely, 

aIH(u)1 
c.=~~ . . 

10 
(18) 

or 

C. = gmax - gmin 

• gmax + gmin 
(19) 
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If we take the ratio of the image contrast to the object contrast in Eqs. (16) 
and (18), we obtain 

C· 
-' = IH(u)1 
Co 

(20) 

which is equal to the MTF. This is the basis for determining the MTF from 
measurements of the contrast in sinusoidal patterns. 

Generating an X-ray intensity distribution with sinusoidal variation in 
space is very difficult, however. Hofert(5) attempted to produce approxi­
mately sinusoidal patterns to measure the MTF of screen-film systems by 
using an aluminum wedge filter and a special device that can move the filter 
and the cassette in such a way that the intensity of a narrow X-ray beam 
transmitted through the filter varies sinusoidally with time. The same 
technique was later applied in determining MTFs of X-ray films used with 
high-energy X-rays for industrial radiography.(38) In principle, the sine-wave 
response method has the advantage of obtaining the MTF from direct 
physical measurements. With these approaches, however, it is difficult to 
produce high-spatial-frequency patterns and also avoid a change in X-ray 
beam quality in the radiation intensity distribution. 

The square-wave pattern has, therefore, been employed frequently to 
measure MTFs of screen-film systems(17,39-44) and focal spotS.(45) The 
square-wave pattern can be produced rather easily if a lead test object(41) or a 
variable-slit device(6) is used. The square-wave response Hsq(u), which can be 
determined from contrast measurements in the same way that it is used for 
the sine-wave response or the MTF, is related to the MTF H(u) through 
Coltman's equations:(39) 

Hsq(u) = ~ f (_1)k-l H{(2k - 1)u} 
1! k=l (2k - 1) 

(21) 

H(u) =:: f Bk Hsq{(2k - 1)u} 
4 k=l (2k - 1) 

where 

Bk = 0 m<n 

= ( - 1 t( - 1)k - 1 m=n (22) 

and n is the number of prime factors other than unity in (2k - 1) and m is the 
number of unique prime factors other than unity in (2k - 1). Therefore, the 
MTF can be calculated from the measured square-wave response. Commerci­
ally available lead test patterns consist of thin lead foils whose thickness 
ranges approximately from 100 to 200 11. Lead foils are supported by sheets of 
plastic of approximately 2-mm total thickness. It has been found(44) that the 
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scatter from the plastic part of the test pattern can influence the measured 
square-wave response; therefore, careful attention to the input X-ray pattern 
due to a given lead test object is necessary to accurately measure MTFs. 

3.2. MTF of a Screen-Film System 

The unsharpness or the LSF of a screen-film system is caused by 
processes that include light diffusion in the screen phosphor layers, crossover 
exposure between screens and films,(46--48) and cassettes that do not provide 
good contact between screens and films. The oblique incidence of X rays on a 
screen-film system produces a slightly shifted, double image on the front and 
back emulsions of the film. When the incident angle of the X rays is large, as, 
for example, in tomography, this effect may cause appreciable image 
un sharpness, which may be comparable to unsharpness due to light 
diffusion.(49-51) Recent studies(21.52,53) demonstrated that fluorescent X rays 
emitted by incident X rays having energies above the K absorption edge of 
the heavy elements in a screen phosphor may produce considerable scattering 
in the screens and thus cause a degree of unsharpness that may be 
comparable to the light diffusion inherent in the screens. 

When transfer function analysis is applied to screen-film systems, it is 
usually assumed that the response of a screen-film system is linear, 
isoplanatic, and isotropic. The screen-film system is considered to be 
linearized when the density distribution is converted to the corresponding 
effective exposure (or illuminance) distribution by using the Hand D curve. 
The word illuminescence has been used frequently for radiographic screen­
film systems because the linearization procedure was first employed in 
photography. The screen-film system has been regarded as isoplanatic and 
isotropic because the manufacturing processes for screens and films are 
assumed to provide uniform products. Figure 8 shows images of three screen­
film systems exposed to a narrow beam of X rays that is obtained with a 

LO- OOSE RP-PAR TRIMAX 
ALPHAS - XM 

Figure 8. Pinhole images of screen-film systems demonstrating the isotropic nature of the point 
spread functions. 
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Figure 9. Density dependence of the LSF of a fast screen-film system. 

121lm X 121lm platinum aperture. These "pinhole" images indicate the 
isotropic nature of the point spread functions of these screen-film systems. 

Macroscopic nonlinearities in radiographic systems can be eliminated 
by means of their Hand D curves. However, there are other factors that may 
affect microscopic nonlinearities in screen-film systems, namely, double­
coated film; forming a direct X-ray image; and photographic nonlinearity, 
such as edge enhancement due to the development effect. The nonlinearity 
caused by double-coated film has been investigated both theoretically and 
experimentally,(54-56) and the conclusion was that, under the usual experi­
mental conditions, the error introduced by this effect is about the same or less 
than the experimental error. However, under unusual conditions, such as an 
extremely asymmetric combination of front and back screens, the error due 
to nonlinearity can exceed the experimental error and influence the accuracy 
of the MTF measurement. The effects of the other two factors on the linearity 
of screen-film systems are less well known and usually neglected. 

If these nonlinear factors influence MTF and LSF measurements, it is 
expected that the measured quantities depend on the density of the images to 
be analyzed. Figure 9 shows the density dependence of the LSF of a fast 
screen-film system.(5?) The relative illuminance at various distances is plotted 
against the peak densities of slit images. There is no appreciable trend in the 
dependence of the LSF on density; therefore, this screen-film system is 
considered to be a linear system. Another way of examining the linearity of a 
screen-film system is demonstrated in Figure 10, where the measured edge 
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Figure 10. Comparison of measured edge response (dots) with calculated result (solid curve) for 
a medium-speed screen-film system (K. Rossmann, 1964). 

response (dots) is compared with the solid curve calculated from the LSF.(58) 
The two results are in good agreement, which indicates the consistency and 
accuracy of the measurements and provides a basis for the assumed linearity 
of the screen-film system. 

3.2.1. MTF MEASUREMENT BY THE SLIT METHOD 

In our laboratory, the slit method and the digital Fourier transforma­
tion(33) are currently employed for MTF measurements. The main reasons 
for this choice are the following: 

1. Both LSF and MTF are measured; the LSF is, of course, obtained by 
direct measurement. 

2. The instrumentation is rather simple; aligning the slit is easier than 
aligning the edge. 

3. Extensive information on various technical factors affecting this 
measurement is now available. 

A block diagram for MTF measurements by the slit method is shown in 
Figure 11. In this method, two separate slit exposures are made with the 
screen-film system: a low-intensity exposure to determine the central portion 
of the LSF and a high-intensity exposure to evaluate the tails. The exposed 
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MTF MEASUREMENT BY SLIT METHOD 

Two slit 
exposures 

~ Film 
~ 

Microdensitometer 
~ processing Linearization -

scan 
~ 

Sensitometric 
exposure 

MTF of-- Fourier 
~ 

Connection of 
Eo-

transformation slit images 

Figure 11. Block diagram of MTF measurement of screen-film system using slit images and 
digital Fourier transform. 

film is developed together with a sensitometric strip that is obtained from an 
X-ray intensity scale, inverse-square sensitometer. The slit images and the 
sensitometric strip are scanned by a micro densitometer. The LSF is then 
obtained by converting the density to the relative illuminance by means of the 
Hand D curve and by connecting two partial slit images. The MTF is then 
derived from a digital Fourier transformation of the LSF. 

Figure 12 shows a photograph of the slit device. The slit, made of a 2-
mm-thick platinum alloy, is aligned with the X-ray beam. The screen-film 
system is placed in vacuum contact with the slit, which eliminates not only 
poor contact between screens and film, but also the effect of geometric 
unsharpness. The slit device is aligned with the X-ray beam by either being 
rotated or shifted in a direction perpendicular to the X-ray beam. Figure 13 
shows projected slit images at approximately 130 cm behind the slit; these 
images were obtained by the latter method at several positions on the slit 
device. For this demonstration, the position of the slit device was varied in 
O.5-mm steps. Misalignment can be detected easily by comparing the 
darkness, narrowing, and symmetry of these projected slit images. In our 
laboratory, we have achieved precise alignment by comparing a similar series 
of slit images made in steps of 0.1 mm. 

3.2.2. FACTORS AFFECTING MTF MEASUREMENTS 

Technical factors that affect MTF measurements by the slit method 
include the width of the exposing slit, the truncation effect, and the sampling 
distance of the LSF data. Choosing the appropriate slit width is important 
because it can degrade the slit image and introduce a direct X-ray image of 
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Figure 12. Photograph of the slit device for obtaining slit images on screen-film systems. 

the slit. The narrower the slit width, the smaller the degradation of the LSF 
and the MTF will be, but the more the direct X-ray image appears. Based on 
theoretical analysis of this degradation and on experimental results for the 
direct X-ray image,(S2) we are currently employing a 5- to 10-~ slit, which has 
a negligible effect on MTF measurements. 

Although the LSF may have an infinite spatial extent, it is usually 
measured to approximately 0.01 of its maximum value for experimental 
reasons. This, in effect, truncates the LSF and introduces oscillating 

Figure 13. Projected slit images, obtained at several positions of the slit device, demonstrating 
the alignment of the device with the X-ray beam. 
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Figure 14. MTFs calculated from truncated LSFs for a fast screen-film system; t is the ratio of 
the level of LSF at the point of truncation to its maximum. 

perturbations in the MTF, thus limiting its accuracy.(59.60) This error due to 
the lack of data for the tail portion of the LSF is called the truncation error. It 
has been shown(60) that the magnitude of the truncation error is related to the 
area of the tail portion of the LSF; that is, the portion that is usually not 
measured. This indicates that a significant error may enter into computing 
the MTF from an experimentally obtained LSF. Even ifthe truncated level of 
the LSF is small, it is possible that the area under the unknown tail portion is 
large and, therefore, results in a considerable error in the MTF. Figure 14 
illustrates the comparison of MTFs computed from LSFs truncated at two 
significantly different levels. 

In order to reduce the truncation error, we employed two techniques, 
namely, multiple slit exposure and exponential extrapolation of the LSF 
tail.(60) With the multiple-exposure technique, two separate slit exposures are 
made, and the LSF can then be measured to approximately o.ot of its 
maximum value. The remaining truncation error, which can be considerable 
at low spatial frequencies, is then corrected by exponential extrapolation of 
the long sweeping tail. 

If the tail LSF is given by the exponential approximation 

hT(x) = a exp( -lxi/b) 

=0 

Ixl > d 

Ixl ~d (23) 
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then the Fourier transform is derived as 

H (u) = 2ab ex (-d/b) cos(2n du + ¢) 
T P [1 + (2nbu)zJ1/z 

(24) 

where ¢ = tan -1(2nbu). Since the tail LSF in Eq. (23) is extrapolated from 
the truncated LSF which is obtained experimentally, the constants a and b 
can be determined if one assumes that the exponential curve goes through the 
points (Xl> td and (xz, tz) on the truncated LSF. The point (xz, tz) is the end 
point of the truncated LSF; that is, Xz = d and tz = t, where tz is the 
truncation level. The other point (Xl> t1 ) is somewhat arbitrary; we deter­
mined experimentally that Xl is equal to 3/4 or 5/6 of Xz. Substituting 
b = (xz - xI)/ln(tdtz) and tz = a exp( -xz/b), the Fourier transform (F.T.) 
with the correction can be written as 

MTF = [F.T. of (l/2)LSF] + [btz cos(2nxzu + ¢)]/[l + (2nbu)zJ1/ z (25) 
[area of (l/2)LSF] + btz 

where the Fourier transform is applied to only one-half of the LSF because of 
the LSF symmetry. 

Figure 15 shows the deviation of MTFs when they are computed from 
the measured LSF with and without the correction procedure. The trunca­
tion error without the correction can be as large as 0.07. Applying the 
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Figure 15. Comparison of truncation errors in computed MTFs of a slow screen-film system 
with and without correction. 
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Figure 16. Demonstration of the effects of aliasing in MTFs computed from experimental LSF 
data of a fast screen-film system (HWHM; 0.085 mm) using the trapezoidal rule at several 
sampling distances. 

correction technique reduces the truncation error to approximately 0.02, 
which is about equal to the precision of the experiment. 

The aliasing error in the computed MTFs due to a finite sampling 
distance for the LSFs is illustrated in Figure 16. The aliasing error for screen­
film systems generally occurs more often in the high- than in the low-spatial 
frequency range. The greater the sampling distance, the greater the aliasing 
error will be. Therefore, a simple method of reducing this error involves using 
the largest distance increment that gives a tolerable error in the computed 
MTF. Theoretical and experimental studies indicate that the sampling 
distance should be less than about 25% of the half-width (HWHM) of the 
LSF(61) if errors in the computed MTFs are to be less than 0.005. 

3.2.3. EXPERIMENTAL RESULTS 

The MTFs of four 3M Trimax screens combined with Kodak OG film, 
which were measured by the technique described in Section 3.2.1, are shown 
in Figure 17. These MTFs are averaged values obtained from two independ­
ent measurements. The reproducibility of the MTF is usually within 0.02 of 
the modulation transfer factorP3) The uncertainty in the MTFs measured by 
the slit technique is usually greater at low than at high spatial frequencies, 
which may be related to the difficulty of determining the LSF tails accurately. 
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Figure 17. MTFs of four 3M Trimax screens with Kodak 00 film. 

In addition, the precision of determining the LSF and MTF of a slow, sharp 
screen-film system is generally lower than that for a fast, unsharp system 
perhaps because the slower the system, the narrower the LSF,(62) which 
makes the LSF measurement more difficult for the slow, sharp system. 

The relative speeds of Trimax 2, 4, 8, and 12 screens with OG film are 
approximately 1.0, 1.5, 2.8, and 4.1, respectively. The slower the relative 
speeds, the greater the levels of the MTFs of these systems, as shown in Figure 
17. That is, when the screen-film systems consist of the same film and of 
screens made of the same phosphor, resolution properties are usually related 
to the reciprocal of the speeds of these systems. 

For many decades, it was believed that resolution properties of screen­
film systems were determined mainly by the light diffusion in the screens and, 
therefore, they did not depend on the film used, but only on the screens. 
However, new technological developments in designing screens and films 
have made it clear that this concept must be changed. 

Figure 18 shows the MTFs of Trimax 12 screens combined with four 
different films (Kodak OG and OM, 3M XD and XUD). Trimax 12/0M is a 
single-screen/single-emulsion film system;(51) a single Trimax 12 back screen 
is used. The XD film is a fast green-sensitive film, and XUp is an 
anticrossover film(48) that includes light-absorbing layers between the film 
emulsion and base. It is apparent that the MTFs of these systems differ 
significantly with the film used. The relative speeds of Trimax 12 screens with 
OM, XUD, OG, and XD film are approximately 2.1, 2.5, 4.1, and 8.4, 
respectively. 

The MTFs obtained with OM and XUD film are considerably greater 
than those with OG and XD film because of the reduction of crossover 



Basic Imaging Properties of Radiographic Systems 207 

I ,0 ..:--.,.----r--~-.,.----r--.__-_._-__r--.,__-___, 
a:: 
~ 
u 
f1. 0,8 

a:: 
w 
~ 0,6 
z 
..: 
a:: 
t-

0.4 z o 
~ 
...J 0.2 
;:) 

o 
o 
::Ii! 

~' 
.~\ 
\ \ \ TRIMAX 12/0M 

\'\~VTRIMAX I"XUD 

\ \'V TRIMAX 12/0G 

\ ;C;" TRIMAX 12/XO " \ 
,~ 

" . 
, , 

'.:::::--,-'- . 
--7::::-.::...-::::-- ___ 

I ___ ~_~--~-~==:-~-==~==~-===-~-~~~~-~-~~-~-~-~ ° 0- 2 3 4 5 6 7 8 9 10 
SPATIAL FREQUENCY (CYCLES/MM) 

Figure 18. MTFs of Trimax 12 screens with four different films. 

exposure in the screen-film systems. The MTF of Trimax 12/XD is slightly 
lower than that of Trimax 12/0G, which is also probably caused by the 
difference in crossover-exposure effects in these films that have significantly 
different speeds. 

Recently, we observed degradation of the MTFs of blue-emitting 
CaW04 systems, including DuPont Detail, Par Speed, and Hi-Plus screens 
combined with XRP or DuPont Cronex 4 films, when we compared them 
with the MTFs of the corresponding systems obtained up to 1977.(33,63) We 
do not know the exact reason for this change; it may be related to a different 
crossover exposure arising from the recent use of films with a low silver 
content. This degradation in the MTF was approximately 0.03-0.07 in the 
spatial frequency range 1-2 cycles/mm. This difference in the MTFs was 
demonstrable in carefully prepared radiographs of test objects; its effect on 
clinical radiographs remains to be seen. However, these results indicate the 
need to carefully evaluate the MTFs of screen-film systems when a different 
film is used. 

3.3. MTF of an X-Ray Tube Focal Spot 

Radiographic images are essentially "shadow pictures." The X-ray 
intensity distribution, which is an input to the detector or image-recording 
system, such as a screen-film system and image intensifier, includes image 
degradation due to the finite size of the X-ray source; this effect has been 
called geometric unsharpness. The magnitude of geometric unsharpness is 
related to the X-ray intensity distributionf(x) emanating from the source and 
the magnification factor m of an object projected onto the image plane. If the 
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distance between the X-ray source and the object is dh and the distance 
between the object and the recording system is d2 , the image magnification 
factor m is (d 1 + d2 )/d1• However, the magnification factor for the source size 
on the image plane, which equals the ratio of the source-to-object distance to 
the object-to-image distance, is m - 1. Therefore, the X-ray intensity 
distribution of the source at the image plane for a point object is 
f{x/(m - 1)}/(m - 1), which corresponds to the LSF of a geometric 
unsharpness;(27,64) it is normalized to have a unit integral over x. 

The OTF of geometric unsharpness is therefore given by the Fourier 
transform of its LSF as 

foo _1-f{_I_I} exp( -2niux) dx = F{(m - l)u} (26) 
_oom-l m-

where F(u) is the OTF of an X-ray tube focal spot, defined by 

f~oo f(x) exp( -2niux) dx = F(u) (27) 

Equation (26) illustrates that the OTF or MTF of geometric unsharpness can 
be calculated from the OTF or MTF of the X-ray tube focal spot if one 
includes a factor (m - 1) that simply shifts the spatial-frequency axis of the 
OTF of the focal spot. The factor (m - 1) changes depending on the position 
of the object and on the focal spot-to-film distance. The OTF or MTF of the 
focal spot is, however, a unique imaging property of a given X-ray source 
distribution. Therefore, the OTFs or MTFs of the focal spots have often been 
determined for comparing imaging properties of the focal spots of X-ray 
tubes. 

It is known that the shape and size of an X-ray tube focal-spot changes in 
a complicated way depending on a number of parameters, such as tube 
current and tube voltage,(34,35,65-76) as well as the direction along which the 
LSF or OTF is measured. In other words, the focal spot of a conventional X­
ray tube is not rotationally symmetric. In addition, since the target plane of 
the X-ray source is not parallel to the image plane, the effective size and shape 
of the source distribution can vary significantly depending on the position in 
the object or image plane.(35,71-79) These variations in geometric unsharp­
ness over the image plane are called the field characteristics of the X-ray tube 
focal spot. It has been shown(79) that, under idealized geometric conditions, 
one can calculate field characteristics from the OTF at the central beam axis 
by taking into account the target angle and the field position. 

The OTF of the focal spot usually contains a phase term due to the PTF 
at high frequencies, which often causes a distortion known as spurious 
resolution. The spurious resolution, which can be demonstrated easily if a test 
star pattern is used,(35,80-82) can indicate the spatial frequency at the first 
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minimum of the OTF. However, the significance of the PTF of the focal spot 
in clinical imaging is not well understood at present; the effect of the phase 
term may generally be negligible, since MTFs of other imaging components 
in a radiographic system decrease rapidly at high frequencies. Thus, in the 
final radiograph, there is almost no high-frequency, high-contrast object; 
such objects are most likely to be affected by the PTF. In fact, Burgess(83) has 
demonstrated that the effect of asymmetric focal spots, which yield the PTF, 
on blood vessel images was usually negligibly small. In the following section, 
therefore, we shall discuss primarily the MTFs of X-ray tube focal spots. 

3.3.1. DEVICE FOR MEASUREMENT OF LSF AND MTF OF AN 
X-RAY TUBE FOCAL SPOT 

The LSF of geometric unsharpness obtained at a magnification of two 
equals the LSF of the focal spot. Therefore, one can measure the OTF and 
other imaging parameters of the focal spot by placing an object halfway 
between the X-ray tube and a film and by recording the image on the film. 
For example, when a small pinhole is used as an object, one can obtain the 
PSF of the focal spot(34) and a slit for the LSF.(35,68,84,85) In addition, 
investigators have attempted to determine MTFs of X-ray tube focal spots by 
using a square-wave lead pattern(45) or a random test object.(86) 

However, there are two difficult technical problems that are common to 
all methods, namely, aligning the test object or measuring device relative to 
the X-ray beam and localizing (or positioning) the focal spot. The latter, 
especially, may seriously degrade the accuracy of the measurement because 
geometric unsharpness is strongly dependent on the field position and the 
magnification factor of a test object placed in the X-ray beam. 

We have developed a new device(85) with which accurate measurements 
of the focal spot distribution can be achieved. A photograph of the device, 
together with a diagnostic X-ray tube, is shown in Figure 19. The device 
contains two parallel support plates; the upper plate corresponds to the 
object plane and the lower, to the image plane. The top plate contains five 
pinholes of l-mm diam. made of l-mm thick lead disks. Four of the pinholes 
are located at the four corners of a IO-cm square, and the fifth is at the center 
of the square. The four peripheral pinholes are tilted in such a way that 
vertical lines through all five pinholes merge at a point 500 mm above the 
central pinhole. Thus, these multiple pinholes are focused at the point where 
the focal spot will be located. The bottom plate contains five X-ray 
fluorescent screens, each of which detects one of the magnified pinhole 
images. Four of the screens are located at the four corners of a 20-cm square, 
and one is at the center of the square. The center of each fluorescent screen is 
indicated by a red-light spot that is projected through a 200-~m pinhole 
placed beneath and in contact with the screen. The surface of the fluorescent 
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Figure 19. Photograph of a device for accurately measuring the X-ray tube focal spot. T: Top 
support plate containing five pinholes. B: Bottom support plate containing five X-ray fluorescent 
screens. A small vacuum cassette can be fitted into the bottom plate. X, Y, Z: Micrometer screws 
for adjustments, in three orthogonal directions, of the two support plates relative to the focal 
spot. 

screen at the center is below the surfaces of the surrounding screens. A small 
vacuum cassette, not shown in Figure 19, fits above the central fluorescent 
screen on the bottom of the support plate. When the cassette is used, its 
surface is in a plane with the four surrounding fluorescent screens. 

The distance between the two plates (the surface of the central pinhole 
disk and the surface ofthe four surrounding fluorescent screens) can be varied 
from approximately 300 to 500 mm by adjusting a micrometer screw behind 
the device. The standard distance employed for measuring the LSF and MTF 
of the focal spot is 500 mm. The position of these two plates relative to the 
focal spot can be varied in three orthogonal directions by three micrometer 
screws. 
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Operating this device is simple. First, it is placed below the X-ray tube at 
an appropriate position, and the X-ray tube housing and the device are 
leveled independently. Then the X-ray beam is turned on, and fluorescent 
images and red reference-light spots are viewed by a dark-adapted observer 
in a dark room. In this initial step, green spots usually do not coincide with 
the red spots at all five locations. Next, the position of the two support plates 
is varied in three directions relative to the focal spot until all pairs of green 
and red spots overlap. In this step, it is convenient first to use the green-red 
spots at the center for horizontal adjustments and then use the surrounding 
four pairs for vertical adjustment. However, it is often necessary to repeat the 
horizontal and vertical adjustments. The focal spot is now positioned on a 
line passing through the central pinhole and perpendicular to the two plates, 
at a distance from the top plate that is equal to the distance between the top 
and bottom plates. With this method, triangulation to locate the focal spot is 
unnecessary. The reproducibility of the adjustment was evaluated in terms of 
the standard deviation of micrometer readings at which all adjustments are 
completed. In our measurements, standard deviations for horizontal and 
vertical adjustments were 0.2 and 0.5 mm, respectively. These figures 
represent the precision with which the device can be positioned relative to the 
focal spot. 

When this initial adjustment has been completed, one can make the 
following three types of measurements, with a known geometry, related to the 
focal spot as well as study the effect of the focal spot on radiologic imaging: 

1. The pinhole image, or the PSF of the focal spot, can be obtained if the 
central pinhole is replaced with a small pinhole made of a Pt alloy. The 
size of the pinhole used depends on the size ofthe focal spot. A direct X­
ray film or screen-film system, loaded in the small vacuum cassette that 
fits on the bottom support plate, can be used to record the pinhole 
image. 

2. The slit image, or the LSF, can be obtained by replacing the multiple­
pinhole insert with a precision slit device. The MTF is then calculated 
by digital Fourier transformation of the measured LSF. 

3. Radiographs of test objects, such as a blood-vessel phantom, square­
wave test object, and star pattern, can be made by means of another 
insert in the top support plate, which contains a 20 mm x 50 mm 
opening. 

Figure 20 gives a close-up view of the precision slit device that replaces 
the multiple pinholes on the top plate. The slit device can be rotated to 
examine the anisotropic LSF and MTF of the focal spot. The slit is made of 
I-mm-thick Pt alloy, and its width is variable up to I mm in increments of 
approximately 1 ~m. The slit width is adjusted by a dual-thread method that 
is illustrated in Figure 21. The slit is composed of two jaws; one is fixed, and 
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Figure 20. Photograph of a precision slit device that here replaces the multiple pinholes on the 
top support plate. 

the other is movable in dovetail fashion. The movable jaw is connected to one 
side of a dual-thread screw, which has 40 threads/in (lS.74/cm) on that side. 
The base of the slit holds the other side of the screw, which has 36 threads 
(14.17/cm). The two threads are made to move in the same direction. Thus, 
one revolution moves the screw by 1/36 in relative to the base, and, at the 
same time, the movable jaw moves in the opposite direction by 1/40 in 
relative to the screw. Therefore, the combined motion of the movable jaw 
relative to the fixed jaw is (1/36 - 1/40) = 1/360 in (71 ~m) for one 

SLIT DUAL THREAD SCREW 

FIXED JAW 

Figure 21. Illustration of the dual-thread method for fine adjustment of slit width. Dashed lines 
indicate that the movable jaw traverses one-tenth of the distance of the dual-thread screw relative 
to the base. 
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revolution of the screw. With this dual-thread method, the slit width is thus 
adjusted by a slow, smooth movement of the jaw. One of the advantages of 
this method is that the backlash is almost negligible compared to that in 
other methods in which gears and/or a tapered wedge are used. Details of the 
technical factors affecting measuring LSFs and MTFs with this device are 
discussed elsewhere.(85) Some results of measurements are described in the 
following section. 

3.3.2. SIZE OF AN X-RAY TUBE FOCAL SPOT 

There is no doubt at present that the LSF or MTF of the focal spot 
should be determined and should be used in rigorous scientific discussions of 
the evaluation of radiologic imaging, such as optimizing magnification 
techniques(87-92) and improving resolution properties in certain diagnostic 
examinations.(93.94) However, a single number has been used as an indicator 
of the resolution properties of an X-ray focal spot for many purposes-for 
example, as a part of specifications for an X-ray tube and for monitoring the 
focal spot in quality assurance programs. 

Several methods for determining the size of an X-ray tube focal spot are 
presently available. Traditionally, the focal-spot size has been measured by 
the pinhole method.(95-99) During the last ten years, however, based on studies 
of imaging parameters for radiographic systems, investigators have proposed 
several methods using the star pattern,(80. 96) slit,(99. 100) sampling aperture,(33) 
root mean square (RMS) valueY01-103) and other factors.(104-107) 

The advantage of using a single number rather than a curve, such as the 
MTF, is obvious; it is impossible, however, to represent a curve by a number 
in every case. The important question is which method provides the best 
estimate of the focal-spot size. Therefore, we carried out a study to 
demonstrate differences among various methods and show the correlation 
between the measured focal-spot size and corresponding image distributions 
in angiography. 

Thirty-two focal spots of four X-ray tubes, used under various exposure 
conditions, were selected for this study. The LSFs and MTFs of these focal 
spots were measured, and focal-spot sizes were determined by the pinhole, 
star pattern, slit, and RMS methods. All of the measurements were made with 
the precision device described in Section 3.3.1. Therefore, focal-spot sizes and 
MTFs could be measured accurately in the center of an X-ray beam, which is 
defined here as a beam emanating from the focal spot in a direction 
perpendicular to the tube port. All test objects, namely, the pinhole, slit, and 
star pattern, were placed at the same position for measurements with this 
device. 

3.3.2a. Pinhole Images. Pinhole images oflarge and small focal spots ofthe 
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Figure 22. Pinhole images of large and small focal spots of the four X-ray tubes used in this 
study. The vertical axis in this figure corresponds to a direction parallel to the tube axis. 

four X-ray tubes studied are shown in Figure 22. The X-ray generators and 
tubes used were two Siemens Tridoros 150G-3 units with Bi 125/3/50 RG 
(tubes no. 1 and no. 2), an Elema-Schonander Optimax 1024 with Philips 
Rotalex (tube no. 3), and a Philips Diagnostic 73 with Machlett Dynamax 
DX-69B (tube no. 4). Two generators and two tubes (no. 1 and no. 2) were the 
same models but had been purchased separately. Exposures were made at 
75 kVp, with approximately one-half the maximum tube current allowed for 
each focal spot. The images were obtained with a 75-flm pinhole(95, 96,108) for 
large focal spots and with a 30-flm pinhole for small focal spots, at 2 x 
magnification and a 50-cm focal spot-to-film distance. Kodak XRP film was 
used without screens. 

The same geometry and the same film were employed for other 
measurements as well; for example, Kodak dental X-ray film was also 
examined for use in focal-spot measurements. Dental X-ray film was 
approximately two times faster and less noisy than XRP but required manual 
processing. In our judgment, the difference in noise levels in XRP and dental 
X-ray films does not make a significant difference when measuring MTFs 
and focal-spot sizes. Thus, because of the convenience of machine processing, 
XRP film was used in this study. We obtained a series of pinhole images at 
one setting of the focal spot by changing the exposure time. Throughout this 
study, we varied only the exposure time to obtain radiographic images of the 
desired density. Pinhole images with comparable peak densities were selected 
subjectively for measuring focal-spot size. Focal-spot sizes were measured by 
five observers who used a 6 x magnifier with a reticule having 0.1-mm 
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increments. No correction was applied for differences in the shape of the focal 
spot in two directions.(95, 109, 110) The average standard deviation of 
measured focal-spot sizes among five observers was 0.03 mm for large focal 
spots and 0.04 mm for small focal spots. These results indicate that, although 
the pinhole method includes subjective judgment, variation in the focal-spot 
size as measured by trained observers is relatively small. 

3.3.2h. Slit Images. To obtain slit images, we used a 50-J.lm slit for large 
focal spots and a 10-J.lm or 20-J.lm slit for small focal spots. The slit was placed 
perpendicular to the direction of the focal-spot measurements; i.e., the focal­
spot size was measured in a direction parallel to the tube axis with a slit 
placed perpendicular to that axis. The peak density of the slit images was 
approximately 1.5. The average standard deviation of focal-spot sizes 
measured by the slit method was less than 0.03 mm. Slit images and X-ray 
sensitometric strips were processed together and used later for MTF 
measurements. 

3.3.2c. Star Pattern Images. Focal-spot sizes were also determined with a 
two-degree star pattern at 2 x magnification for large focal spots. A one­
degree pattern was used at 2 x magnification with 0.6-mm focal spots and at 
3 x magnification with 0.2-mm focal spots. The blur distance of a star 
pattern is defined here as the mean diameter of the outermost distorted zone; 
this distance was measured with a ruler having 1-mm increments. The focal 
spot size f was calculated from the magnification m and blur distance d by the 
equation 

f=~ 
m -1 

(28) 

where k = 0.0347 for a two-degree star pattern and 0.0174 for a one-degree 
star pattern.(80,96) The focal-spot size determined by the star pattern method 
generally corresponds to deriving an equivalent uniform focal-spot size that 
provides the same spatial frequency of the first minimum of the MTF as that 
of the measured focal spot. Advantages of the star pattern method are that 
images can be obtained with a relatively short exposure time and the 
measured focal-spot size usually does not depend on the density of the image. 
The standard deviation of effective focal-spot sizes obtained by the star 
method was 0.03 mm for large focal spots and 0.01 mm for small focal spots. 

3.3.2d. RMS Focal-Spot Size. The focal-spot size determined by the 
RMS method has been called the RMS-equivalent uniform focal-spot 
size.(101) The RMS value is calculated from 

[f OO J1/2 
RMS = _ 00 x 2g(x) dx (29) 

where g(x) is the LSF of the focal spot, which is normalized and centered in 
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the following manner: 

f~ro g(x) dx = 1 

troro xg(x) dx = 0 
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(30) 

(31) 

The size of a uniform focal spot is equal to its RMS value multiplied by a 
factor of approximately 3.5; for simplicity, we shall call this the RMS focal­
spot size. The advantages of this definition are (1) the total RMS value of a 
cascaded imaging system is equal to the square root of the squared sum of 
partial RMS values for all components; and (2) the RMS of the LSF, which is 
proportional to the curvature of the MTF at zero spatial frequency, is related 
directly to the low-frequency performance of the imaging system. The latter is 
important because the Fourier spectrum of the input X-ray pattern generally 
has more low-frequency than high-frequency content. 

3.3.3. RESULTS OF FOCAL-SPOT MEASUREMENTS 

Table 1 shows results obtained from four different methods of measuring 
large focal-spot sizes in two directions, i.e., parallel and perpendicular to the 
X-ray tube axis. Exposures were made at 75 kVp and approximately one-half 
the maximum tube current. There were slight variations in the measured 
focal-spot sizes. It appears that the size variation among different methods is 
greater in the parallel than in the perpendicular direction. 

Table 1. Sizes (mm) 0/ Large Focal Spots o/Various X-Ray Tubes, Determined/rom the 
RMS Value o/the Line Spread Function andfrom the Star Pattern, the Pinhole Image, 

and the Slit Image 

Nominal focal- Exposure RMS Star Pinhole Slit 
Tube spot size condition method method method method 

1 " 1.0mm 75 kVp, 250 rnA 1.42 1.43 1.50 1.42 
2a 1.0mm 75 kVp, 250 rnA 1.28 1.36 1.20 1.19 
3a 1.0mm 75 kVp, 250 rnA 1.16 1.13 1.16 1.15 
4" 1.2mm 75 kVp, 500 rnA 1.21 1.20 1.26 1.18 
1 ' 1.0mm 75 kVp, 250 rnA 1.52 1.42 1.82 1.72 
2' 1.0mm 75 kVp, 250 rnA 1.66 1.59 1.82 1.82 
3' 1.0mm 75 kVp, 250 rnA 1.65 1.50 1.98 1.90 
4' 1.2mm 75 kVp, 500 rnA 2.28 2.18 2.34 2.29 

" Focal-spot size in a direction perpendicular to the tube axis. 
b Focal-spot size in a direction parallel to the tube axis. 
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Table 2. Sizes (mm) of Small Focal Spots of Various X-Ray Tubes, Determinedfrom the 
RMS Value of the Line Spread Function and from the Star Pattern, the Pinhole Image, 

and the Slit Image 

Nominal focal- Exposure RMS Star Pinhole Slit 
Tube spot size condition method method method method 

1a 0.2mrn 75 kVp, 40 rnA 0.27 0.16 0.48 0.47 
2 a 0.2rnrn 75 kVp, 40rnA 0.33 0.32 0.40 0.33 
3a 0.6rnrn 75 kVp, 130 rnA 0.74 0.70 0.76 0.74 
4a 0.6rnrn 75 kVp, 100 rnA 0.87 0.26 1.20 1.10 
1 b 0.2rnrn 75 kVp, 40rnA 0.26 0.22 0.36 0.30 
2b 0.2rnrn 75 kVp, 40rnA 0.30 0.24 0.42 0.36 

3b 0.6rnrn 75 kVp, 130 rnA 0.93 0.58 1.10 1.08 

4b 0.6rnrn 75 kVp, 100 rnA 0.96 0.63 1.04 0.99 

a Focal-spot size in a direction perpendicular to the tube axis. 
b Focal-spot size in a direction parallel to the tube axis. 

Measured sizes of four small focal spots are listed in Table 2, which 
shows that for small focal spots, the measured size depends significantly on 
the method used. For example, for tube no. 4 in the perpendicular direction, 
the pinhole method gave more than four times the focal-spot size obtained 
with the star method, and the RMS focal-spot size was approximately three 
times that obtained with the star pattern. Similar measurements were made 
for both small and large focal spots in X-ray tube no. 1 under four different 
exposure conditions, i.e., at high- and 10w-kVp settings and with high and low 
tube currents. The results are not shown here. 

All focal-spot sizes measured are plotted in Figures 23~25, which 
demonstrate the correlation between focal-spot sizes determined by the 
different methods. Figure 23, which illustrates the correlation between the 
RMS and pinhole methods, shows that the pinhole method generally 
provides slightly larger focal-spot sizes than does the RMS method. Figure 24 
shows a similar trend; the slit method also generally gives a larger focal-spot 
size than the RMS method. However, it is apparent from Figure 25 that the 
star method provides focal-spot sizes that are generally slightly lower than 
those for the RMS method. For a few of the focal spots examined, the star 
method resulted in significantly smaller focal-spot sizes. 

3.3.4. CORRELATION BETWEEN MEASURED FOCAL-SPOT 
SIZES AND BLOOD-VESSEL IMAGES 

In order to study the effect of measured focal-spot sizes on the quality of 
radiographic images, we calculated the image distributions of blood vessels in 
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Figure 23. Correlation of focal-spot sizes determined by pinhole and RMS methods. 
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Figure 24. Correlation of focal-spot sizes determined by slit and RMS methods. 
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angiograms by using a computer simulation technique'!! 11-114) This tech­
nique is particularly useful when the number oftechnical parameters involved 
is so large, as in angiography, that it is difficult to perform accurate 
experimental studies. It has been shown that the image distributions 
predicted by a computer agree with the experimental results.(1l5) Figure 26 
shows the geometric arrangements used for two groups of focal-spot sizes. 
The standard technique illustrated on the left is applied to large focal spots 
used with 1.2 x magnification and a medium-speed screen-film system. The 
diameter of the blood-vessel phantom was varied from 0.1 to 1 mm, and the 
linear attenuation coefficient was derived by exposing the contrast medium 
(Renografin-60) at 80 kVp.(l15) The image distribution of a blood vessel filled 
with the contrast medium was calculated by two convolutions of the input x­
ray pattern of the vessel with the LSFs of geometric un sharpness and the 
screen-film system (DuPont Par Speed screens with Kodak XRP film). The 
LSFs of geometric unsharpness that we used were the true LSFs obtained 
from direct measurements as well as LSFs of uniform shape having focal-spot 
sizes determined by measurements based on different techniques. When the 
focal-spot size is described by only a single number, the shape of the LSF is 
assumed to be uniform, with its width being equal to that number. 

The geometric arrangement on the right was applied to small focal spots 
and calculating vessel image distributions at 2 x magnification, with a high­
speed screen-film system (GAF TF-2 screens with Kodak XRP film). 
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Small 
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Figure 26. Geometries and parameters used to calculate image distributions of blood vessels for 
determining the effect of measured focal-spot sizes on radiologic images. 

Figure 27 illustrates image distributions of a OA-mm vessel, obtained 
with various focal-spot sizes determined by the pinhole, star, slit, and RMS 
methods, and also the true image distribution computed from the focal-spot 
LSF in a perpendicular direction for X-ray tube no. 1. There was no 
difference in the image distributions (i.e., the curves coincided exactly), 
indicating that, for this particular focal spot and geometry, the methods used 
for focal-spot measurements do not affect the predicted quality of the vessel 
images. 

However, a complicated variation in the image distribution of a OA-mm 
blood vessel at 2 x magnification can occur, as demonstrated in Figure 28 for 
tube no. 4 in a perpendicular direction. It is obvious that the vessel image 
distributions obtained from both pinhole and slit focal spots are much 
broader and more unsharp than the true distribution derived from the focal­
spot LSF; they also result in low contrast. The star method provided a much 
sharper distribution and higher contrast than did the true distribution. 
However, there is a close resemblance between the RMS-based distribution 
and the true image distribution. These results indicate that for this specific 
case, both the pinhole and the slit methods overestimated the focal-spot size, 
while the star method gave low estimates, and the RMS method provided a 
good estimate of the actual size of this focal spot. 

We calculated similar image distributions of various blood vessels for 32 
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Figure 27. Image distribution of O.4-mm blood vessel phantom at 1.2 x magnification with the 
large focal spot of tube no. 1 and with a medium-speed screen-film system. 
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small focal spot of tube no. 4 and with a fast screen-film system. Vessel images were obtained with 
measured focal-spot LSF and also uniform LSFs having focal-spot sizes measured by various 
methods. 
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Figure 29. Relationship of true image contrast of blood vessels to predicted contrast based on 
focal-spot sizes measured by the pinhole method. 

different focal spots. The results showed a considerable vanatIOn in the 
computed vessel image distributions; examples illustrated in Figures 27 and 
28 indicate two somewhat extreme cases, however. In order to examine the 
overall trend of the results, we used a single figure of merit, namely, the image 
contrast of the blood vessels, which is defined as the relative decrease in 
illuminance at the center of the vessel image distribution.(lll, 115) 

Figure 29 shows the relationship between the true blood-vessel image 
contrast and the contrast derived from focal-spot sizes measured by the 
pinhole method. The true image contrast was obtained from the measured 
LSFs of all focal spots. Figure 29 illustrates that there is a general correlation 
between true and predicted image contrast. However, many of the data points 
lie below the 45° ideal correlation line. Thus, the pinhole method tends to 
overestimate the focal-spot size so that the predicted vessel image contrast is 
likely to be less than the actual image contrast. 

Figure 30 shows a similar relationship for vessel image contrast obtained 
by the slit method. From Figure 30, it appears that the image contrast 
obtained by the slit method is lower than the true contrast. The result for the 
star pattern method is illustrated in Figure 31. The image contrast predicted 
from the star method seems to be higher than the true contrast in some cases. 

Figure 32 shows the correlation between the image contrast obtained by 
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Figure 30. Relationship of true image contrast of blood vessels to predicted contrast based on 
focal-spot sizes measured by the slit method. 
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Figure 32. Relationship of true image contrast of blood vessels to predicted contrast based on 
focal-spot sizes measured by the RMS method. 

the RMS method and the true image contrast. The correlation demonstrated 
in Figure 32 is much better than that for other methods. This indicates that 
focal-spot sizes determined by the RMS method are much more closely 
related to the quality of blood-vessel image distributions than are the sizes 
obtained by other methods investigated in this study. 

3.3.5. LSFs AND MTFs OF FOCAL SPOTS 

Figure 33 illustrates the LSFs and MTFs of small focal spots in a 
direction perpendicular to the tube axis; Figure 33 also includes two cases in 
which a large variation in measured focal-spot sizes occurred. The LSF of a 
O.6-mm focal spot (tube no. 4) contains four peaks; focal-spot sizes 
determined by both pinhole and slit methods included all of these peaks. This 
resulted in relatively large values, as shown in Table 2, because, with these 
methods, focal-spot sizes are determined by the overall size (or the 
subjectively measured maximum width) of the pinhole or slit image. 
However, the star method detected an abnormal appearance of the image at 
high frequencies, which is related to the two sharp peaks near the center of the 
LSF and thus gave a small focal-spot size. The RMS method, however, 
provided an intermediate size for this focal spot. It should be noted that one 
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Figure 33. (A) LSFs and (8) MTFs of small focal spots in perpendicular direction, measured by 
placing a slit in a direction parallel to the tube axis. 

determines the RMS value of the LSF by taking into account the overall 
distribution of the LSF with an appropriate weight, as described in Eq. (29). 
A measured focal-spot size very similar to that for tube no. 4 was obtained for 
tube no. 1, as shown in Table 2. 

The MTF of the O.6-mm focal spot (tube no. 4), which contained four 
peaks in the LSF, appears to have two or more components, as demonstrated 
in Figure 33(b). The star method detected two minima at high frequencies, 
located at approximately 2.4 and 5,1 cycles/mm; two observers detected 2.4 
cycles/mm and three others, 5.1 cycles/mm, as the first minimum, These 
results were then averaged and thus provided a mean disappearance 
frequency of approximately 3.8 cycles/mm and a mean equivalent focal-spot 
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size of 0.26 mm. It is obvious that the low-frequency performance ofthis focal 
spot is much lower than that indicated by this disappearance frequency. This 
example illustrates potential problems inherent in the star method of 
determining the focal-spot size; namely, (1) the disappearance frequency 
detected may be quite high compared to the dominant low-frequency 
performance; and (2) when the MTF of the focal spot contains multiple 
minima and the MTF in that frequency range changes gradually, as 
demonstrated for tube no. 4 in Figure 33(b), it is very difficult for a human 
observer to determine a unique point consistently. In practice, this has 
important implications. For example, if the focal spot is designed to produce 
one or more sharp peaks, the focal-spot size determined by the star method 
will be very small, but the actual imaging properties will be very poor. 

The small focal-spot size of tube no. 3 in a direction perpendicular to the 
tube axis (Table 2) did not change much with the method used. The LSF of 
this focal spot, as shown in Figure 33(a), had a relatively smooth twin-peak 
distribution, and the approximate "width" of the LSF was considerably 
larger than the approximate "width" of the central part of the LSF of tube no. 
4. However, the MTF of tube no. 3 was higher than that of tube no. 4 at low 
spatial frequencies. The higher MTF of tube no. 3 at low spatial frequencies is 
reflected in the measured RMS focal-spot size; i.e., the RMS focal-spot size of 
tube no. 3 in a perpendicular direction was less than that of tube no. 4. 

For small focal spots, the LSF of tube no. 1 in the perpendicular 
direction contained a narrower central part and broader tails than did the 
LSF of tube no. 2, as shown in Figure 33(a). The focal-spot size of tube no. 1 
determined by both pinhole and slit methods (Table 2) was larger than that of 
tube no. 2; this result is obviously affected by the broad tails. The focal-spot 
size of tube no. 1 determined by the star method was, however, considerably 
smaller (by a factor of two) than that of tube no. 2, due to the narrow central 
part of the LSF of tube no. 1. It should be noted, however, that the MTF of 
tube no. 1 at low spatial frequencies was improved by less than a factor of 
two. The focal-spot size of tube no. 1 determined by the RMS method was 
approximately 20% less than that of tube no. 2; this seems a rather reasonable 
difference between the two focal spots in view of the low-frequency 
performance of the two focal spots. 

3.3.6. APPROXIMATING· RMS FOCAL-SPOT SIZE 

An important question that we wanted to answer in studies concerning 
focal-spot-size measurements was which method would provide the best 
estimate of the imaging properties of the focal spot in terms of a single 
number. Our results clearly indicated that the RMS method is preferable in 
this respect to the pinhole, slit, or star methods. However, another question is 
whether the RMS method is a practical one. The answer depends on many 
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factors;(116-119) for example, a well-equipped laboratory will have few 
problems determining the RMS focal-spot size from the measured LSF. For 
many hospitals, however, it would be very difficult to obtain the LSF of an X­
ray tube focal spot and, thus, the RMS focal-spot size. We found that it is 
possible to obtain a first-order approximation of the RMS focal-spot size 
from the arithmetic average of the slit and star focal-spot sizes. The 
relationship between the RMS focal-spot size and the average of focal-spot 
sizes determined by the star and slit methods for 32 focal spots is shown in 
Figure 34. With only three exceptions, the average focal-spot sizes agreed 
with the RMS focal-spot size within ± 0.1 mm, as indicated by the dotted 
lines; for small focal spots in the range 0.2-0.4 mm, they agreed within 
± 0.05 mm. The relative standard deviation of the differences, as an estimate 
of this approximation, was slightly less than 10%. In practice, the focal-spot 
size obtained by the pinhole method can be used instead of that obtained by 
the slit method because both methods tend to overestimate focal-spot sizes by 
a similar amount. There was not much difference in calculated average focal­
spot sizes when the pinhole and slit methods were used, although the slit 
method provided values that were slightly closer to the RMS focal-spot size. 

From these results, we conclude that, for the majority of focal spots, the 
RMS focal-spot size can be represented within ± 10% by the average of the 
star and slit (or pinhole) focal-spot sizes. We believe that this simple 
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relationship, if used cautiously, will provide a basis for a practical approach 
to determining focal-spot sizes. 

4. RADIOGRAPHIC NOISE 

When a radiographic screen-film system is exposed to X-rays with a 
uniform intensity distribution, the microscopic density distribution of the 
developed film fluctuates around the average density. This fluctuation, often 
called "radiographic noise" or "radiographic mottle," is caused by X-ray 
quantum-statistical fluctuation, film graininess, and screen structure 
mottle.(7,9,120) The radiographic noise has been quantified by the Wiener 
spectrum, which represents the noise components in the spatial-frequency 
domain in a way similar to the MTF, which was discussed earlier. 

Recently, radiographic noise has been recognized as the most important 
factor affecting the detection and detail visibility of radiologic objects. For 
example, in high-resolution skeletal radiography,(94) the ultimate limiting 
factor for detail visibility is the high noise level of the radiographic image, 
even though skeletal images look almost noiseless when compared to 
conventional radiographic images made with screen-film systems. In magni­
fication radiography, the effective noise in the rare-earth system is reduced 
substantially because of the enlargement of the X-ray pattern relative to the 
recording system, and therefore the detail visibility of small radiologic objects 
can be improved significantiy.(121) In clinical applications, the magnification 
technique has shown a better radiographic image quality and improved 
diagnostic accuracy, as demonstrated in mammography(91,122) and 
cholecystography.(92,123) In addition, recent comprehensive studies(124) on 
detecting simple objects, such as small plastic spheres, indicated that the 
measured detect abilities are very closely related to the signal-to-noise ratio 
calculated from radiographic noise and other imaging parameters based on a 
statistical decision theory model.(125-127) These findings underscore the need 
for a better understanding of radiographic noise. 

Our knowledge regarding the Wiener spectrum of radiographic mottle is 
rather limited. One of the reasons for this situation is the difficulty of 
measuring the Wiener spectrum;(32,33,128131) another has been the delay in 
recognizing its importance. The significance of radiographic mottle is 
increasing steadily as ultrafast, rare-earth screen-film systems are introduced 
into diagnostic radiology.(132-134) 

4.1. Wiener Spectrum of Radiographic Noise 

The noise in a radiographic film may be described in terms of 
fluctuations in density or transmittance. Let us assume that D(x, y) is a point-
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by-point density distribution obtained with a micro densitometer by two­
dimensional scanning. In terms of the average density jj and the fluctuating 
component I1D(x, y), we can write D(x, y) = jj + I1D(x, y). Similarly, if the 
transmission is measured with an optical instrument, the transmission 
distribution, the average, and the fluctuating component are related to 
T(x, y) = T + I1T(x, y). Since density and transmission are related as jj = 
-log r; the fluctuating components can be expressed by 

Since the relative fluctuation of the transmission is assumed to be small 
[I1T(x, y)/T« 1], the higher order terms can be neglected, and Eq. (32) is 
approximated by 

I1D(x, y) = -0.43 I1T(x, y) 
T 

(33) 

Therefore, noise in the radiographic film can be evaluated by measuring 
fluctuations in either denstiy or transmission, and it is possible to convert 
from one parameter to the other. 

The Wiener spectrum <l>D(U, v) of radiographic noise is defined in terms 
of density fluctuations by 

<l>D(U, v) = l~ 4~Y IFD(U, vW (34) 

Y .... 00 

where 

FD(u, v) = f~x f~Y I1D(x, y) exp{ -2ni(ux + vy)} dx dy (35) 

The bar indicates the ensemble average. If the transmission is measured, the 
Wiener spectrum <l>T(U, v) is defined by 

<l>T(U, v) = lim -41 IFT(U, vW 
x .... oo XY 

(36) 

Y .... 00 

where 

fx fY I1T(x y) 
FT(u, v) = -x _Y ; exp{ -2ni(ux + vy)} dx dy (37) 
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Therefore, the relationship between the two Wiener spectra defined in Eqs. 
(34) and (36) is given by 

(38) 

if the approximation in Eq. (33) is used. The Wiener spectrum has the 
dimension of an area (mm2, Ilm2, etc.) regardless of whether density or 
transmission is measured. 

It is known that radiographic mottle is composed of quantum mottle, 
film graininess, and structure mottle.(7,9) If we assume that noise patterns that 
are due to individual components are statistically independent of each other, 
the Wiener spectrum of radiographic mottle <l>R(U, v) is given by 

(39) 

where <l>Q, <l>F' and <l>s are the Wiener spectra for quantum mottle, film 
graininess, and structure mottle, respectively. Quantum mottle is usually 
regarded as dominant in modern screen-film systems.(9,135) The Wiener 
spectrum of quantum mottle can be described in a first-order approximation 
if one assumes that the screen-film system is a transducer for white noise that 
converts X-ray quanta absorbed in the screen to a visible noise pattern by 
means of transmission or density fluctuations in the film. Since each absorbed 
quantum is smeared by the light diffusion in the screen-film system and since 
the appearance of the noise pattern is influenced by the film contrast, namely, 
the gradient G of the film, the Wiener spectrum of quantum mottle is given in 
terms of density by 

(40) 

where n is the average number of X~ray quanta absorbed by the screen per 
unit area. (7,9) If the Wiener spectrum is determined in terms of transmission, 
we can use Eq. (38) to obtain 

(41) 

Although this model of quantum mottle is very useful in relating imaging 
parameters to the Wiener spectrum in a simple manner, it is highly idealized. 
Noise patterns due to quantum mottle are formed through complex processes 
that include at least (1) the absorption of X-ray quanta at different depths in a 
phosphor layer;(136) (2) reabsorption of fluorescent X rays(52,137-141) emitted 
when the incident X-ray energy is above the K-edge energy of the heavy 
element of the phosphor; (3) a complicated process of energy conversion from 
X rays absorbed to light pulses emitted;(142-144) and (4) the broad spectral 
composition of an incident X-ray beam. 
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4.2. Measurement of Wiener Spectra 

Although the Wiener spectrum is a two-dimensional quantity based on 
two spatial-frequency axes u and v, its measured values are usually displayed 
in one-dimensional form. This is because the Wiener spectrum of radio­
graphic noise is usually regarded as being rotationally symmetric. Measuring 
the Wiener spectrum by scanning methods, such as those described in this 
chapter, is therefore devised to provide directly only one section of the two­
dimensional Wiener spectrum. 

The noise sample is scanned by a long, narrow slit in a direction parallel 
to its narrow width a; the slit length is b. A rectilinear scan by the digital 
technique (Section 4.2.2) or a circular scan by the analog technique (Section 
4.2.1) provides a one-dimensional fluctuating signal that is subjected to 
digital or analog Fourier analysis. The measured one-dimensional Wiener 
spectrum <l>m(u), which is obtained with this scanning method in terms of 
transmission, is related to the two-dimensional Wiener spectrum by 

(42) 

That is, the scanning operation corresponds to integration along the spatial­
frequency axis v, corresponding to the direction of the slit length; and the 
noise pattern is degraded by the modulation transfer function MTFs of the 
microdensitometer.(30, 145) If MTF s is dominated by the transfer function of 
the slit, then we have 

foo ISin nau sin nbvl2 
<l>m(u) = <l>T(U, v) ---b- dv 

- 00 nau n v 
(43) 

If the significantly nonzero region of the transfer function ofthe slit length 
is small compared to the domain of v over which the Wiener spectrum can be 
considered constant and equal to <l>r(u,O), then Eq. (43) can be written 
approximately as 

1 (sin nau)2 
<l>m(u) = b <l>T(U, 0) ~ (44) 

Therefore, if the Wiener spectrum is measured by using a narrow long slit 
only at low spatial frequencies, where (sin nau)/nau ~ 1, a section of a true 
two-dimensional Wiener spectrum is given by the product of the slit length 
and the measured one-dimensional Wiener spectrum; i.e., 

(45) 

This is the basis for using a one-dimensional scanning of the noise pattern to 
derive a section of the two-dimensional Wiener spectrum.(30, 145) 
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The actual density or transmISSIOn whose fluctuations are being 
measured depends on the optical instrument used and its optical coupling to 
the emulsion being evaluated. Densitometers that illuminate the sample with 
a narrow beam of light and collect transmitted light from 2n sr measure 
diffuse transmission density.(146) Densitometers that both illuminate with 
and collect very narrow beams measure specular density, which depends on 
the scattering properties of the emulsion as well as on the collecting 
properties of the instrument optics. The ratio of the specular to the diffuse 
density of a sample is called the Callier coefficient Q of the sample. Most 
microdensitometers both illuminate and collect light over small angles; the 
sine of the half-angle ranges from 0.05 to 0.25. (This latter quantity is the 
numerical aperture (N.A.) of the lens when the light path is through air.) 
Since the illumination and collection angles are finite in practical micro­
densitometers and vary between instruments, the density DI of a film sample 
measured with a particular instrument will be characteristic of the instrument 
used. 

If the density fluctuations AD in Eq. (34) are measured in terms of DI> 
then the resulting Wiener spectrum will have a magnitude that is related to 
the micro densitometer used for the measurement. It is desirable to convert 
AD to fluctuations of diffuse densities DD when the magnitude of the Wiener 
spectrum is compared between laboratories or when the measured Wiener 
spectrum is combined with the gradient, which is usually determined in terms 
of diffuse density as discussed in Section 2.3, to estimate the noise equivalent 
quanta (NEQ) or the detective quantum efficiency (DQE).(147-149) 

This conversion can be done by either of two methods. One is a 
straightforward calibration of the instrument density DI for diffuse density DD 
by scanning a sensitometric strip that contains a series of known diffuse­
density levels. When this calibration is not possible, the Wiener spectrum in 
terms of diffuse density <l>D can be obtained from the Wiener spectrum in 
terms of instrument density <1>1 by 

(46) 

where QI ( = AD I / ADD) is the slope of a characteristic curve, which is a plot of 
instrument density versus diffuse density, at the diffuse density of the film 
scanned for the Wiener spectrum measurement. The term QI is different from 
the instantaneous Q (=DJ/DD) value. If Q is used instead of QI for this 
conversion, the error for XRP film at a density of 1.0 has been estimated to be 
approximately 13%.(33) 

4.2.1. ANALOG METHOD 

A device for measuring the Wiener spectrum(33) has been constructed in 
the Rossmann Laboratory at the University of Chicago and used to study the 
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Figure 35. Schematic diagram of analog system for measuring Wiener spectra. 

233 

effect of quantum mottle on radiographic image quality. A schematic 
diagram of the measuring system is shown in Figure 35. The device consists of 
an optical system similar to that of a microdensitometer with a rotating 
spindle, a wave analyzer with constant filter bandwidth, and a recorder. The 
processed-film sample, which was exposed to a uniform beam of X rays, is 
mounted on the spindle. While the film is being illuminated, the spindle is 
rotated by the motor, and the transmitted light is collected by a photomulti­
plier behind an aperture. Therefore, the light spot scans the film circularly, 
and the transmission fluctuation of the film is converted into a current 
fluctuation in the photomultiplier. The fluctuating photocurrent is supplied 
to the wave analyzer and a voltmeter and oscilloscope. The noise power 
spectrum of the current fluctuation, which is proportional to the squared 
output of the wave analyzer, is registered on an X -Y recorder by a slow 
sweeping of the filter's frequency. The digital voltmeter measures the average 
photocurrent corresponding to the average transmission of the film. The 
oscilloscope monitors the fluctuating photocurrent and also the output from 
the wave analyzer. 

In the Wiener spectrum analyzer, the following factors are taken into 
consideration: The stability of the two regulated dc power supplies for the 
lamp and the photomultiplier is better than one part in 105• In addition, a 
low-noise photomultiplier is used, which keeps the instrument's noise at a low 
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level. The optics applied to the radiographic film consists of a microscope 
objective lens (10 x 10.30) and an eyepiece lens (10 x). The diameter of the 
scanning circle on the film can be varied up to approximately 100 mm, and 
the rotational speed of the spindle is continuously variable from 5 to 
1000 rpm. Therefore, the scanning speed of the film can be increased to 
approximately 5000 mm/sec. High-speed scanning is important for measur­
ing quantum mottle in the low-spatial-frequency range. The scanning 
aperture is a narrow, long slit; the width can be varied from 0 to 10 mm and 
the length, from 0 to 100 mm. 

Relationships among physical parameters involved in measuring the 
Wiener spectrum are as follows: 

. 1 scanning speed x slit length x noise voltage 
WIener spectral value == - -------.----------

2 filter band wIdth x average voltage 

S . I f temporal frequency 
paba requency == . d 

scanmng spee 

The derived Wiener spectral value corresponds to a section of the two­
dimensional Wiener spectrum and has the dimension ofmm2. The factor 1/2 
is used for obtaining the Wiener spectrum on only one side of the spatial­
frequency axis, since the noise measurement by the electronic filter includes 
components of both positive and negative frequencies. The scanning­
speed and the electronic-filter bandwidth are used to convert the electronic 
noise per unit temporal frequency to spatial noise per unit spatial frequency. 
The slit length is applied to yield a section of the two-dimensional Wiener 
spectrum from the one-dimensional Wiener spectrum. The noise voltage is 
divided by the average voltage because our measurements of the Wiener 
spectrum are based on the transmission fluctuation relative to the average 
transmission of the film. The spatial frequency is obtained by dividing the 
temporal frequency by the scanning speed. 

One of the important technical factors affecting the Wiener spectrum 
measurements by the electronic Fourier analysis method is the choice of the 
scanning aperture. Several considerations enter into selecting aperture 
dimensions. The frequency response or the bandwidth of the optical system 
for measuring the one-dimensional Wiener spectrum depends on the width of 
the scanning slit. The narrower the slit width, the better the frequency 
response will be. However, the narrow slit width may require using a high 
photomultiplier voltage, which tends to increase the instrument noise. As 
stated before, the slit length has to be very large when a section of the two­
dimensional Wiener spectrum is determined.(145) The slit should be long 
enough so that the Wiener spectrum is flat compared to the MTF associated 
with the length of the aperture. An exceedingly long slit, however, reduces the 
current fluctuation relative to the average current of the photomultiplier and 
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thus increases the instrument noise relative to the current fluctuation. The 
length is in the useful range as long as a logarithmic plot of slit length versus 
the square of the measured noise voltage is a negative diagonal straight line. 
If the slit length is too small, the limits of integration in Eq. (43) are 
determined by <IlT(u, v) instead of by (sin nbv)/nbv, the square of the noise 
voltage becomes constant, and the curve indicates saturation. 

Determining the Wiener spectrum by this method requires taking an 
ensemble average of the measurements; that is, measurements must be 
repeated with scans of film samples having the same statistical noise property, 
and results are then averaged. We are currently averaging four measure­
ments. In addition, the Wiener spectra at frequencies from 0.1 to 7.5 
cycles/mm are derived by two separate measurements of two frequency 
ranges, namely, a low range 0.1-1.5 cycles/mm and a midrange 0.5-7.5 
cycles/mm. This is necessary because of the limited useful range of.the wave 
analyzer. The bandwidth of the electronic filter in the wave analyzer is 
100 Hz, and a frequency range 100-1500 Hz is employed for Wiener spectral 
measurements. The fluctuation of the data is generally greater in the low­
frequency than in the high-frequency range. 

Film samples used for this measurement are approximately 100 mm in 
diam., and the average gross diffuse density of a sample is usually kept at 1.00 
± 0.03. The scanning slit used for measuring radiographic mottle has a l-~m 
width and 1-mm length in the film plane. We had previously examined the 
effect of the slit length from 1 to 4 mm for three screen-film systems and found 
that there was no significant effect of the slit length over this range. Recently, 
Sandrik and Wagner(150) investigated the role of slit length in determining 
the Wiener spectra of screen-film systems and found that using a 1-mm slit 
length may decrease Wiener spectral values at low frequencies by 10-20% in 
comparison with a long slit, which can provide a true section of the two­
dimensional Wiener spectrum. 

The reproducibility of the measurements has been examined in terms of 
the standard deviation of two independent measurements on the same film 
sample. The average standard deviation from 0.1 to 7 c/mm was approxi­
mately 4%. Usually, uncertainties are greater in the Wiener spectrum data at 
low spatial frequencies. This is due to increased statistical uncertainties when 
obtaining low-frequency noise, which forms a coarse, large pattern. A large­
diameter scanning circle is, therefore, required if this uncertainty is to be 
reduced. 

4.2.2. DIGITAL METHOD 

The Wiener spectrum of radiographic mottle can be determined by a 
digital Fourier transformation of noise data obtained from microdensito­
meter scans. Since digital computers are now readily available, the digital 
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method has recently become popular at many institutions.(33.151,152) With 
this method, the Wiener spectrum may be calculated directly by a two­
dimensional Fourier transform(152) or a one-dimensional Fourier transform 
of the scanned data in a way similar to the analog method discussed in 
Section 4.2.1. Both methods employ a fast Fourier transform (FFT) 
algorithm; however, using the one-dimensional FFT will be more practical in 
many institutions where computation time is limited; the two-dimensional 
FFT may be used by those who have ready access to a large computer.(152) 

The digital approach discussed here is based on the method used at the 
Bureau of Radiological Health (BRH).(33, 130, 131, 153) A film sample is 
scanned over a centrallO-cm square region in a rectilinear raster pattern by a 
Perkin-Elmer PDS microdensitometer. The scanning slit, which is imaged 
through a 4 x , 0.11 N.A. objective and a 10 x eyepiece lens, has dimensions 
of 15 x 588 Ilm2 at the film plane. Measuring a film sample involves a set of 
many scans, each 10 cm long, with data acquired at 10-llm intervals. After 
each scan, the film is displaced perpendicular to the scan direction by the 
effective length of the slit. The light transmitted through the film is detected 
by a photomultiplier tube. The tube output is passed through a logarithmic 
amplifier to produce a voltage proportional to the optical density, and this 
voltage is digitized by a lO-bit analog-to-digital converter. 

In order to produce one-dimensional scan data for a one-dimensional 
FFT, we synthesized the density fluctuation corresponding to a narrow- and 
long-slit scan which could yield a section of the two-dimensional Wiener 
spectrum, as discussed in Section 4.2, by averaging transmission values 
derived from density measurements of adjacent points in a direction 
perpendicular to the scan. According to Sandrik and Wagner,(150) the slit 
length required to give accurate Wiener spectral values at low frequencies is 
quite long. For example, when the Wiener spectra at 0.4 cycle/mm were 
within 5% of the plateau, slit lengths of at least 4.2, 2.6, and 2.5 mm for Hi­
Plus, Par Speed, and Detail screens with XRP film were required. 

To provide some protection against the aliasing error, which tends to 
increase the measured Wiener spectra at high frequencies, high-frequency 
(low-pass) filtering was applied digitally by averaging two adjacent data 
points in a direction parallel to the scan. The effect of this high-frequency 
filtering was corrected later by multiplying the inverse of its MTF with the 
calculated Wiener spectrum. The same high-frequency filtering can be 
performed analogously when the noise film sample is scanned with a wide­
scanning aperture in the micro densitometer. In fact, a scanning aperture 
having approximately twice the sampling distance is often used for this 
purpose.(152) 

Low-frequency (high-pass) filtering is applied next in order to eliminate 
very low-frequency components due to physical defects in the emulsion 
layer(151) and screens, to roller marks from the film processor, or to 
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nonuniform X-ray intensity distribution. This is a baseline correction where 
the local density averages are used. If the density scan data at a point j are 
expressed as Dj, the noise fluctuation ADj which will be subjected to the FFT 
and windowing is written as 

ADj = Dj - Dj 

where the local density average Dj is determined from 

_ 1 j+(N/2)-1 

Dj =- L DK 
N K=j-(N/2) 

(47) 

(48) 

Here, ADj is the deviation of the Dj values from a local mean of Dj over 
N points. A value of N = 1000 (N AX = 0.10 mm; distance increment 
AX = 0.01 mm) was chosen at the BRH for these measurements because it 
yielded the best reproducibility of low-frequency results and because of the 
shape of the low-frequency region of the Wiener spectrum of film graininess. 

After filtering, data were selected from 68 overlapping segments of 
L ( = 256) data points with an overlap of L/2. A window was applied to the 
data within each segment that produced the weighting 

(49) 

where 

»j = 1 - {[j - (L + 1)/2]/(L + 1)/2Y, (50) 

Using this window in the domain of the data has approximately the same 
effect as using the hanning (Tukey) window in the domain of the Wiener 
spectrum. The spectral bandwidth of this window is approximately 0.45 
cycles/mm (FWHM). Since windowing is basically a smoothing technique, 
the effect on the Wiener spectrum of radiographic mottle may be very small 
when another smoothing technique is applied in the frequency domain. 

The FFT algorithm is now applied to each segment of the windowed 
data, and the estimated Wiener spectrum <I>'(u) at the spatial frequency u is 
given by 

<I>'(u) = LAX I ± Djwe-21Cim(j-l)/LI2 
U j=l 

where u = m Au, Au = I/L Ax = 0.39 cycles/mm, and 

1 L 
U =- L WJ 

L j=l 

(51) 

(52) 

The spectral estimates are then corrected for the slit width a and the slit 
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length b of the micro densitometer and also for the discrete FFT of the noise 
data, by 

<1>( u) = b . nua sin nu L1x <1>'( u) 
sm nua nu L1x 

(53) 

When the Wiener spectrum is evaluated in the low-frequency range, as is 
usually the case for radiographic mottle, the effect of the second and third 
factors is usually small. 

Finally, spectral estimates from 68 segments of each scan and from a 
total of ten scans are averaged to yield the final Wiener spectrum. 

The standard error (S.E.) of the Wiener spectrum components depends 
on the total length X of the film scanned and the frequency resolution L1u of 
the measured spectrum, as given by 

( 1 )1/2 
S.E. = XL1u (54) 

At the BRH, when the Wiener spectra are measured with X = 1000 mm and 
L1u = 0.39 cycle/mm, the predicted standard error of a spectral estimate is 
about 5%. This value is in.good agreement with independent measurements 
on a given sample. These concepts and the rationale for segmenting the data 
have been discussed in greater detail.(153) 

At the Los Alamos National Laboratory, Hanson et ai.(152) has obtained 
a two-dimensional Wiener spectrum by two-dimensional sampling of noise 
data and application of two-dimensional FFT. The high-frequency portion of 
the Wiener spectrum was measured by sampling with a 25 x 25 ~m2 aperture 
in 12-~m steps in both directions. A total film area of 1.84 x 1.84 cm2 was 
segmented into 256 x 256 pixel regions. The average Wiener spectrum was 
obtained for 36 regions. The low-frequency region was determined with a 
100 x 100 ~m2 aperture measured in 40-Jlm steps. A total film area of 
7.17 x 7.17 cm2 was segmented into 49 regions, each 256 x 256 pixels in size. 
The low- and high-frequency Wiener spectra were in close agreement 
between 2 and· 6 cycles/mm. 

The Wiener spectra of Hi-Plus/XRP and Detail/XRP measured at Los 
Alamos agreed closely with those at the BRHY52) In addition, when the 
analog method was applied to these film samples, the results were in close 
agreement with those obtained at the BRH; details of this comparison are 
reported elsewhere.(33) 

4.3. Experimental Results 

Measured Wiener spectra for Trimax 12 screens with various films are 
shown in Figure 36. We prepared noise film samples by using uniform X-ray 
exposures at 80 kV with a 20-mm aluminum filter. The average density of 



Basic Imaging Properties of Radiographic Systems 239 

...J ... 
0:: 
I­
U 
W 
"-

'" 

TRIMAX 12/XO 

- .... -----.--- / TR "A" Z/OG -- - ______ .. I .... '" I 

..... -.. - ~ ... J TRn~A)( 12/0M 

L----~ /'---
._- --_____ ... .... ....... TRIMAlC 12/XUD 

-------

0: 10· " 
W 
Z 
W 
§ 

I 0"0'':-) ---Oo!:.2:----J'----'-~O:':. 5:-'---'-..J.....I-:,'::-0 ------,2:f;..0:---'--L.-;5~.O-'--L.~,O.O 

SPATIAL FREOUENCY (CYCLES I MM) 

Figure 36. Wiener spectra of Trimax 12 screens with various films. 

these films was approximately 1.00. The samples are prepared on different 
occasions and processed under different conditions. Therefore, we could not 
use the relative speeds of Trimax 12 screens with OM, XUD, OG, and XD 
film, which were 2.1, 2.5, 4.1, and 8.4, respectively (Section 3.2.3) in a 
straightforward manner to estimate relative exposures required to obtain 
these film samples. These results are shown merely to illustrate the effect of 
some physical parameters on the measured Wiener spectra. 

The Wiener spectra in Figure 36 were measured with the analog method 
described in Section 4.2.1, and they are plotted in terms of relative 
transmittance. We repeated the measurements by scanning the same noise 
sample independently at least twice and then averaged the results. The 
standard deviation oftwo independent measurements was approximately 4%, 
which gives an indication of the reproducibility of the measurements. 
Recently, we employed a polynomial curve-fitting technique to smooth out 
the measured Wiener spectra in the frequency domain; this slightly improved 
our estimate of the Wiener spectra.(124) 

Of the systems included in Figure 36, Trimax 12/0M is a single­
screen/single-emulsion film system;(51) Trimax 12jXUD is an anticrossover 
system;(48) Trimax 12jXD is an ultra-high-speed system;(154) and Trimax 
12/0G employs a medium-speed green-sensitive film, which may be regarded 
as a standard system here. The variation in the Wiener spectra presented here 
may be interpreted by using Eq. (41), which is related to the gradient, the 
MTF, and the average number of X-ray quanta absorbed per unit area of the 
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screens, as discussed in the following. First, the spatial extent of the Wiener 
spectrum of quantum mottle is determined by the square of the MTF. 
Among the screen-film systems examined, Trimax 12 with OM and XUD 
are high-resolution systems, as discussed in Section 3.2.3. The high level 
of the MTFs of these two systems is demonstrated by the relative magnitude 
of the Wiener spectra at high spatial frequencies. The Wiener spectrum of 
Trimax 12jOM crosses the Wiener spectra of Trimax 12jOG and XD. 
Second, at low frequencies, where the MTFs of screen-film systems may be 
considered to be almost 1.0, the Wiener spectrum of quantum mottle is 
proportional to the square of the gradient and the reciprocal of the average 
number of X-ray quanta absorbed in the screens. However, when only the 
film is changed for a given pair of screens, such as Trimax 12 used with XD, 
OG, and XUD, this relationship can be simplified because the basic X-ray 
absorption property in the screens is the same. In such a case, the Wiener 
spectrum of quantum mottle is simply proportional to the film speed and the 
square of the gradient. This is basically applicable to the comparison of the 
three Wiener spectra for Trimax 12 with XD, OG, and XUD. The speeds of 
XD or XUD film are approximately two times or one-half the speed of OG 
film, respectively, and the gradients of these films are comparable in a first­
order approximation. In Figure 36, the low-frequency levels of the Wiener 
spectra of Trimax 12 with XD or XUD relative to that of Trimax 12jOG are 
very close to these speed ratios, and therefore Eq. (41) appears to be useful as 
a guide that relates some parameters to the Wiener spectrum of quantum 
mottle. Additional examples are described in greater detail 
elsewhere. (48.51, 154) 

The Wiener spectrum of Trimax 12jOM at low spatial frequencies is lower 
than that of Trimax 12jOG; this implies that the number of X-ray quanta 
absorbed in Trimax 12jOM is greater than that for Trimax 12jOG. Even 
though Trimax 12jOM is a single system and thus inherently less X-ray 
absorbing, the difference between the two systems is due to the increased 
incident X-ray exposure of Trimax 12jOM, since the speed of Trimax 12jOM 
is considerably lower than that of Trimax 12jOG. 

In summary, the Wiener spectra of screen-film systems vary considerably 
even when the same screens are used with different films. This variation is 
related to the speed, gradient, and MTF of the system. In addition, it has been 
shown that the Wiener spectrum of a screen-film system changes with the X­
ray beam quality used.(129.138.139) 
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