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EDITOR

Professor Gene E. Likens is an ecologist best known for his discovery, with colleagues, of acid rain in North
America, for co-founding the internationally renowned Hubbard Brook Ecosystem Study, and for founding the
Institute of Ecosystem Studies, a leading international ecological research and education center. Professor
Likens is an educator and advisor at state, national, and international levels. He has been an advisor to two
governors in New York State and one in New Hampshire, as well as one U.S. President. He holds faculty
positions at Yale, Cornell, Rutgers Universities, State University of New York at Albany, and the University of
Connecticut, and has been awarded nine Honorary doctoral Degrees. In addition to being elected a member of
the prestigious National Academy of Sciences and the American Philosophical Society, Dr. Likens has been
elected to membership in the American Academy of Arts and Sciences, the Royal Swedish Academy of Sciences,
Royal Danish Academy of Sciences and Letters, Austrian Academy of Sciences, and an Honorary Member of the
British Ecological Society. In June 2002, Professor Likens was awarded the 2001 National Medal of Science,
presented at The White House by President G. W. Bush; and in 2003 he was awarded the Blue Planet Prize
(with E H. Bormann) from the Asahi Glass Foundation. Among other awards, in 1993 Professor Likens, with
FE. H. Bormann, was awarded the Tyler Prize, The World Prize for Environmental Achievement, and in 1994, he
was the sole recipient of the Australia Prize for Science and Technology. In 2004, Professor Likens was honored
to be in Melbourne, Australia with a Miegunyah Fellowship. He was awarded the first G. E. Hutchinson Medal
for excellence in research from The American Society of Limnology and Oceanography in 1982, and the
Naumann-Thienemann Medal from the Societas Internationalis Limnologiae, and the Ecological Society of
America’s Eminent Ecologist Award in 1995. Professor Likens recently stepped down as President of the
International Association of Theoretical and Applied Limnology, and is also a past president of the American
Institute of Biological Sciences, the Ecological Society of America, and the American Society of Limnology and
Oceanography. He is the author, co-author or editor of 20 books and more than 500 scientific papers.

Professor Likens is currently in Australia on a Commonwealth Environment Research Facilities (CERF)
Fellowship at the Australian National University.
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INTRODUCTION TO RIVER ECOSYSTEM
ECOLOGY: A GLOBAL PERSPECTIVE

Rivers, streams, brooks, runs, forks, kills, creeks, are among the many names for lotic (running or fluvial)
ecosystems within the landscapes of the Earth. These systems facilitate the gravitational transport of water,
dissolved substances, and large and small particulate materials downstream through a diversity of types of
drainage networks from relatively simple channels to highly complicated “braided” channels, both above and
below ground (e.g. Allan and Castillo, 2007). The tight connection in terms of structure and function between
the river and its drainage basin (catchment=European usage or watershed=American usage) has been the
subject of detailed study for many decades (e.g. Hynes, 1975; Likens, 1984; Allan and Castillo, 2007). The
drainage area bordering the stream is called the riparian zone and is of critical importance to the function, as
well as the protection and management of a river (e.g. Naiman et al., 2005).

Nevertheless, rivers and streams are far more than channels transporting water, chemicals and sediments
downstream. They function as ecosystems (e.g. Fisher and Likens, 1972, 1973) with all of the varied and
complicated activities and interactions that occur among their abiotic and biotic components, which are
characteristic of all ecosystems (e.g. Allan and Castillo, 2007). Thus, they are not functioning just as “Teflon
pipes” in the landscape that many have assumed in the past.

Rivers and streams comprise about 0.006% of the total fresh water on the Earth (Likens, 2009b), but like
lakes, reservoirs and wetlands are valued by humans far out of proportion to their small size, as these systems
supply diverse drinking, irrigation, waste removal, food, recreation, tourism, transportation and aesthetic
services. Rivers with the largest volume of fresh water in the world, like the Amazon, Congo, Yangtze and
Orinoco, are located in the tropics or semi-tropics. In fact, some 25% of the freshwater flow to the oceans of the
world comes from two rivers, the Congo and the Amazon Rivers, both at approximately the same latitude
(Likens, 2009b).

This volume consists of 5 sections: 1. Introduction to River Ecosystems; 2. Physical and Chemical Processes
Influencing Rivers; 3. Ecology of Flowing Waters; 4. Human Impacts on Streams and Rivers; and, 5. Rivers of
the World.

The articles in this volume are reproduced from the Encyclopedia of Inland Waters (Likens, 2009a). I would
like to acknowledge and thank the authors of the articles in this volume for their excellent and up-to-date
coverage of these important riverine topics.

Gene E. Likens

Cary Institute of Ecosystem Studies
Millbrook, NY

December 2009

References

Allan JD and Castillo MM (2007) Stream Ecology: Structure and Function of Running Waters, 2nd edn., p. 436. Dordrecht, The Nether-
lands: Springer.

Fisher SG and Likens GE (1972) Stream ecosystem: organic energy budget. BioScience 22(1): 33-35.

Fisher SG and Likens GE (1973) Energy flow in Bear Brook, New Hampshire: an integrative approach to stream ecosystem metabolism.
Ecol. Monogr. 43(4): 421-439.

xi



xii Introduction to River Ecosystem Ecology: A Global Perspective

Hynes HBN (1975) The stream and its valley. Verh. Internat. Verein. Theoret. Ange Limnol. 19: 1-15.

Likens GE (1984) Beyond the shoreline: a watershed-ecosystem approach. Verh. Internat. Verein. Limnol. 22: 1-22.

Likens GE (2009a) (Editor-in-Chief) Encyclopedia of Inland Waters 3 Volumes). Elsevier, Academic Press.

Likens GE (2009b) Inland waters. In: Likens GE (ed.) Encyclopedia of Inland Waters, volume 1, pp. 1-5. Oxford: Elsevier.

Naiman RJ, Décamps H, and McClain ME (eds.) Riparia: Ecology, Conservation, and Management of Streamside Communities. Elsevier
Academic Press, Inc.

Wetzel RG (2001) Limnology. Lake and River Ecosystems, 3rd edn. Academic Press.



PHYSICAL AND CHEMICAL PROCESSES

INFLUENCING RIVERS

Contents

Physical Properties of Water

Chemical Properties of Water
Hydrological Cycle and Water Budgets
Hydrology: Streams

Hydrology: Rivers

Geomorphology of Streams and Rivers
Currents in Rivers

Hydrodynamical Modeling

Floods

Physical Properties of Water

K M Stewart, State University of New York, Buffalo, NY, USA

© 2009 Elsevier Inc. All rights reserved.

Introduction

Water is an indispensable and remarkable substance
that makes all forms of life possible. Speculation
about possible past or present life on other planets
within our solar system, or on any extraterrestrial
body somewhere within the universe, is conditioned
on the evidence for or against the existence of past or
present water or ice. Humans can and did survive and
evolve without petroleum products (gas and oil) but
cannot survive and evolve without water. Water is the
most important natural resource.

By far the greatest volume (~76 %) of water on Earth
is in the oceans. A smaller fraction (~21%) is found
within sediments and sedimentary rocks. A still smaller
fraction (~1% of the overall volume) is freshwater, and
of that 1%, about 73% is in the form of ice (mostly
contained within the Greenland and Antarctic ice
caps), and only about 23% of that 1% is liquid fresh-
water. If we consider further that about one-fifth of the
world’s liquid freshwater is contained within the five
St. Lawrence Great Lakes in North America, and
another approximately one-fifth is contained within
the deepest freshwater lake on Earth, Lake Baikal, in
Russia, we are left with an unevenly distributed re-
source. It is obvious that if the expanding human popu-
lations around the world do not conserve and manage
this precious resource very carefully, they put them-
selves at great peril.

Liquid water can be formed through some hydrogen
bonding and electrostatic attraction of two slightly
positively charged atoms of the gaseous hydrogen
(H) and one slightly negatively charged atom of the

gaseous oxygen (O) to form one molecule of water
(H,O). Figure 1 provides two views of that polar
molecule. Figure 1(a) and 1(b) show the somewhat
lopsided or asymmetrical arrangement of two smaller
hydrogen atoms, separated by an angle of ~105°, and
a larger oxygen atom. Figure 1(a) is a simple ‘ball and
spoke’ representation whereas Figure 1(b) shows the
shared electron orbits, positive (+) and negative (—)
poles, and the number (eight each) of protons and
neutrons in the nucleus of the oxygen atom.

The relative elemental simplicity of water is some-
what deceptive because of the great influence that
some of the unusual properties of water have on the
physics, chemistry, and biology of the world gener-
ally, and on the distribution of life specifically. The
following discussion will describe briefly some of
these unusual properties and provide examples of
how these properties may help us understand the
world of inland waters.

Density

Density may be simply defined as the amount of
weight or mass contained in a specific volume. If the
volumes of all substances could be standardized to
one size, e.g., one cubic centimeter (cm’), then a
measure of the weight or mass in that fixed volume
gives the density. Table 1 lists a few comparative
densities (rounded to two decimals) of two liquids
(water and mercury) and some selected solids.
Density differences in inland waters may be caused
by variations in the concentrations of dissolved salts,




2 Physical and Chemical Processes Influencing Rivers | Physical Properties of Water

105°

105° +

(a) (b)

Figure 1 Two schematic representations (a) and (b) of a water
molecule. (Modified from various sources.)

Table 1 Some comparative densities of water and other
substances or elements

Substance Densities (g cm™™)
Wood
Seasoned balsa 0.11-0.14
Seasoned maple 0.62-0.75
Seasoned ebony 1.11-1.33
Water 1.00
Calcium 1.55
Aluminum 2.70
Iron 7.87
Lead 11.34
Mercury 13.55
Uranium 18.95
Platinum 21.45

Information from multiple sources.

by changes in the water temperature, and in pressure.
For the vast majority of inland lakes, only vertical
differences in salt concentrations and temperatures
are of significant influence to mixing processes.
Fixed or uniform additions of salts to the water tend
to cause linear increases in the density of water. In
contrast, fixed or uniform changes in the temperature
(both below and above 4 °C) of water cause nonlinear
changes in the density of water (see Table 2). The
density of pure water is maximum at a temperature of
4°C (3.98°C to be precise). It is at this temperature
that the interatomic and intermolecular motions and
intermolecular distances of water molecules are least.
One consequence of this reduction is that more mole-
cules of H,O can fit into a fixed space at 4°C than at
any other temperature. This compaction allows the
most mass per unit volume and thus the greatest den-
sity. It is especially noteworthy that the temperature at
which water has the maximum density is above its
freezing point.

Because the differences in densities, within a few
degrees above and below 4 °C, are very slight, it takes

Table2 Comparative densities of average ocean water (salinity
~35%), freshwater ice, and pure distilled water at different
temperatures

Temperatures (°C) Densities (g cm -9

20.0 1.02760, ocean water (salinity 35%)
0.0 0.9168, freshwater ice
0.0 0.99987, pure water (from here on)
2.0 0.99997
3.98-4.00 1.00000
6.0 0.99997
8.0 0.99988

10.0 0.99973

12.0 0.99952

14.0 0.99927

16.0 0.99897

18.0 0.99862

20.0 0.99823

22.0 0.99780

24.0 0.99733

26.0 0.99681

28.0 0.99626

30.0 0.99568

32.0 0.99505

Values from Hutchinson (1957), Pinet (1992), and Weast and Astle (1979).

relatively little wind energy to induce substantial ver-
tical mixing when water temperatures are within
those ranges. An example period, for those lakes
that become covered with ice in the winter, would
be shortly before an ice cover develops and shortly
after the ice cover departs. However, it takes much
more energy to cause extensive mixing when the den-
sity differences are high, such as is common between
the usually warm upper waters and colder lower
waters of Temperate Zone lakes during summer.
The greater the top-to-bottom differences in temper-
ature, the greater the top-to-bottom differences in
density and, consequently, greater are the energies
required for wind-induced mixing.

There is an old, but still valid, cliché in the northern
hemisphere that ‘.. . it is cold up north and warm down
south.” Water temperatures in more northerly Temper-
ate Zone lakes tend to average cooler than those of
more southerly tropical lakes. Interestingly, although
the upper-water summer temperatures in tropical lakes
are somewhat higher than those of Temperate Zone
lakes, the lower-water temperatures in tropical lakes
are substantially higher than those ordinarily found in
the lower waters of Temperate Zone lakes. It might
there fore seem that there would be an easy top-to-
bottom mix of the water in tropical lakes. Indeed
some shallow tropical lakes, with only slight top-
to-bottom temperature differences, may have this.
However, because of the nonlinear increases in water
density with temperature, tropical lakes can be surpris-
ingly stable and resistant to much vertical mixing.
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Table 2 provides a listing of some comparative densi-
ties. Let us consider two hypothetical lakes with just a
2 °C spread between their lower and upper waters. For
example, if a Temperate Zone lake in the spring, not
long after the ice departed, had lower and upper waters
of 4.0 and 6.0°C, respectively, the density difference
would be 1.00000-0.99997=0.00003gcm>. In
contrast, a warmer tropical lake whose lower and
upper water temperatures may be 26.0 and 28.0°Cs
would have density differences that are much greater
(0.99681-0.99626 = 0.00055 g cm ). Thus, the top-
to-bottom ratio or density difference of these two lakes
with a temperature difference of just 2 °C would be 55/
3 or ~18 times as great in the tropical lake as in the
Temperate Zone lake. The example above is only hypo-
thetical but it shows the nonlinear influence of density
changes with temperature, a property of water that
influences, to varying degrees, the stratification and
mixing of lakes around the world.

Heat Capacity/Specific Heat

Heat is a form of energy and, as such, we can measure
changes in the temperature of a given volume of a
substance and determine its heat capacity. Water is
the common standard used and its heat capacity
(arbitrarily defined as the heat needed to increase
the temperature of 1g of water by 1°C) is compara-
tively large. When the mass is also considered then the
number of calories needed to raise 1g of a substance
by 1°C is termed its specific beat. For water, the value
is 1calg™'. That quantity may not seem like much
but, compared to other materials, the heat capacity or
specific heat of water (1.00calg™!) and ammonia
(1.23calg™") are much greater than that of most
other substances (Table 3). Consequently, these two
liquids are commonly used to exchange heat in refrig-
erators and air conditioners.

Along with its ever changing and mesmerizing
aesthetic qualities, inland waters are of immense

Table 3 The specific heat (calg”) of selected substances
compared to that of ice, pure water, and ammonia

Aluminum 0.215
Copper 0.092
Gold 0.030
Lead 0.030
Silver 0.056
Zinc 0.092
Ethyl alcohol 0.60

Ice (at0°C) 0.51

Water 1.000
Ammonia 1.23

Information from multiple sources.

importance in the storage and release of heat. In
terms of freshwater lakes, the influence of their heat
capacity can be seen most easily around very large
lakes located in Temperate Zone latitudes and more
inner continental areas. It is in these areas that even
larger swings in seasonal air temperature would ordi-
narily occur in the absence of those lakes. Parts of the
immediate surrounding areas of Lake Baikal in
Russia (this is actually the world’s deepest freshwater
lake as well as one with the greatest volume of water)
and the five St. Lawrence Great Lakes of North
America are prime examples of the ‘thermal buffer-
ing’ these large lakes provide to their surroundings
because of their large heat capacity.

For humans, this may mean some ‘beneficial eco-
nomic consequences’ as portions of a lake’s heat
capacity are slowly released or ‘shed’ to down-wind
regions as the fall and winter seasons progress. The
immense thermal capacity of Lake Baikal is such that
the lake and its immediate environments are roughly
10°C warmer in December and January, and about
7°C cooler in June and July, than in the cities of
Irkutsk (about 50km to the west of the southern
half of Lake Baikal) and Ulan-Ude (about 70 km to
the east of the lake). Several coastal and near-coastal
regions of the St. Lawrence Great Lakes also provide
impressive beneficial evidence of the influence of the
Great Lake’s heat capacity. There may be reduced
costs associated with home and business heating in
some coastal regions. An extended or milder autum-
nal period permits greater production in near-shore
plantations of fruit trees and vineyards. Economic
benefits may also accrue in some coastal regions of
higher terrain during winter, when enhanced snows
permit additional winter skiing, snowmobiling, and
other winter sports.

However, some influences of a lake’s heat capacity
have ‘detrimental economic consequences’. There are
costs involved with snow removal, increased vehicu-
lar accidents (because of slippery roads), the corro-
sion of cars (attributable to road salts), and the
potential long-term ecological changes associated
with lake and stream salinization. There are also
greater heating costs in spring as cooler water bodies
extend their cooling influence inland. In late fall and
winter, before an ice-cover develops, heavy snows
may result when water vapor, being formed by evap-
orative processes off a relatively warm lake, is buoyed
into much colder Arctic air (northerly Temperate
Zone) crossing the lake. The rising water vapors
may freeze, coalesce to ice crystals, and be carried
down wind to shore areas where they fall out as
snow. Perhaps the most dramatic of all the detrimen-
tal consequences is seen following the sometimes
paralyzing effect of occasional, but intense, ‘lake-effect’
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snow storms of mesoscale proportions. The lake-
effect snow storms tend to have their greatest impact
at the downwind end of the St. Lawrence Great Lakes
after very cold Arctic air (>13°C colder than the tem-
perature of the lake) has moved across a long axis of the
lakes and deposited its snows. These deposits or drops
of snow may be in a broader synoptic pattern, but
sometimes they are in very narrow bands of thick
snow that may bring auto traffic, schools, and busi-
nesses to a stop. In the St. Lawrence Great Lakes region
of North America, three of the better known areas
where unusually heavy deposits of lake-effect snows
may occur are (1) portions of the Upper Peninsula of
Michigan on the southeastern shore of Lake Superior,
(2) the southeasterly and easterly shores of Lake
Ontario, especially the Tug Hill Plateau area of New
York State, and (3) the easterly end of Lake Erie, around
Buffalo, NY. Indeed, the St. Lawrence Great Lakes have
been considered ‘weather factories’ capable of causing
twists of climate found in few other parts of the world.

Heat of Fusion/Melting

This is just the amount of heat exchanged during a
phase shift from either liquid water to solid ice, or
from solid ice to liquid water. One gram of water at
0.0°C can be converted to ice at 0.0°C if 80cal
(79.72calg™" to be precise) are released in the pro-
cess. The same quantity, i.e., 80cal, is required to
melt that 1g of ice back to 1g of water. No further
caloric additions or subtractions are needed to effect
the phase shift.

Because of the heat needed to melt ice, researchers
might intuitively expect to see a brief but substantial
drop in the mean or weighted lake-water temperature
when the ice cover of a lake melts in the spring
season. For example, assume there is a hypothetical
northerly latitude and a 20-m deep lake in late winter
(March). Consider that the lake is covered with 50 cm
of ice at 0.0°C. Consider further that the weighted
mean temperature of the 1950 cm (essentially 1950 g)
water column below the ice is 3.0°C. The heat
content of that water column would be 5850 cal
(1950 g x 3calg ' =5850cal). Assuming that there
are no further gains or losses of heat to the lake, the
amount of heat required to melt the ice would be
3680 cal (80calg ' x50cm of icex0.92gcm™?,
allowing for density of pure ice rounded to two deci-
mals = 3680 cal). If some of the caloric content of the
water column could be used to melt all the ice,
the total caloric content would drop to 2170cal
(5850cal — 3680cal=2170cal). If those 2170cal
were now equally distributed within a 1-cm? square
and 20-m (2000 cm, essentially 2000 g) deep water

column, the mean water temperature would need to
drop from 3 to 1.08°C (2170 ¢al/2000 cal = 1.08 °C).
A drop of about 2 °C during the melting of ice would
be large!

As it turns out, the hypothetical example in the
above paragraph is not realistic. Some background
follows. Many years ago as a graduate student, I took
daily measurements of ice thickness and top-to-
bottomwater temperatures for two winters and right
through the spring ice break up in a Midwestern U.S.
lake. From conversations with others, I was told to
expect, and did anticipate, a substantial drop in mean
water temperature as the ice melted... especially in
the last few days of ice cover when the ice thinned
rapidly. However, I did not measure any big drops in
lake temperature and, in retrospect, should not have
anticipated them. The reasons researchers do not see
large decreases in lake temperatures with ice loss
reflect some interacting physics. For example, there
may be somewhat differing weather patterns each
spring. The ice generally melts over an extended
period of time, from several days to several weeks,
not suddenly. Half or more of the total ice thickness
may be lost from the top of the ice by melting from
warming air temperatures above the ice, not necessar-
ily from waters that are just above freezing below the
ice. Because of its albedo (percent of incoming solar
radiation that is reflected back into space) dark or
open water generally reflects only a small fraction of
the incoming solar radiation, whereas white snow
cover on a frozen lake can reflect a large fraction of
incident radiation. Indeed, snow cover extending into
the spring period can delay the date the ice disappears.
However, with increasing amounts of solar radiation,
rising air temperatures, melting snows, and darkening
ice, the water below the ice may be gaining some heat
from solar inputs at the same time it is losing some
heat in melting an overlying ice cover. Moral of the
story: Do not expect a big drop in mean water tem-
perature as an ice cover melts on a lake.

Heat of Vaporization/Condensation

As was the case for ‘Heat of Fusion/Melting,” the
heat of vaporization/condensation also represents
the amount of heat exchanged during a phase shift.
For vaporization, it is the quantity of heat (540 cal
g~ 1) needed to convert 1g of water to 1g of water
vapor. The same amount of heat is exchanged or
released in the phase shift during the condensation
of 1g water vapor to 1g of water.

Aquatic scientists may be naturally impressed with
the large amount of heat exchanged (80 cal g ™) in the
phase shift from water to ice, or from ice to water, but
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the amount of heat exchanged (540calg™') in the
phase shift from water to water vapor, or water
vapor to water is 6.75 times larger (540/80=6.75).
Although the importance of this large amount of
heat exchange via vaporization or condensation
may be underappreciated by humans, it is huge. On
a small but critical scale for life, water evaporating off
perspiring warm-blooded animals, including humans,
helps maintain body temperatures within narrow
survivable limits. On a global scale, the seemingly
endless phase shifts between liquid water and water
vapor in the atmosphere are key determinants in
the redistribution of water and heat within the
hydrological cycle around the world.

Isotopes

An isotope is one of two or more forms of the same
chemical element. Different isotopes of an element
have the same number of protons in the nucleus, giving
them the same atomic number, but a different number
of neutrons giving each elemental isotope a different
atomic weight. Isotopes of the same element have dif-
ferent physical properties (melting points, boiling
points) and the nuclei of some isotopes are unstable
and radioactive. For water (H,O), the elements hydro-
gen (atomic number 1) and oxygen (atomic number 16)
each have three isotopes: 'H, ?H, and *H for hydrogen;
60, 170, and 80 for oxygen. In nature, the "H and
%0 (usually just given as O) isotopes are by far the
most common. In water, the water molecule may be
given as 'H,O or hydrogen oxide, “H,O or deuterium
oxide, and *H, O or tritium oxide, the radioactive one.
Both of the latter two are sometimes called heavy water
because of their increased mass. However, the phrase
‘heavy water’ gained notoriety primarily because of
the association of “H,O or deuterium oxide, also
called the deuterated form of water, in the develop-
ment of nuclear weapons. Many elements have iso-
topes, but the isotopes of hydrogen and oxygen are of
particular interest because fractionation occurs in
vapor-liquid-solid phase changes. Heavier molecu-
lar ‘species’ tend to be enriched in the condensation
phase and lighter molecular ‘species’ in the vapor
phase. Some isotopes can be used to great advantage
as tracers in understanding water movements and
exchanges within atmospheric, oceanic, lake, stream,
and ground water systems.

Sublimation

Wiater is said to be sublimated, sublimed, or undergo
sublimation when it passes directly from a solid
(ice) stage to a gas (vapor stage) without becoming

a liquid in between. The latent heat of sublimation,
i.e., the heat required to make the form of water
change from ice to a water vapor, is 679 calg .
This quantity is larger than the heat required to melt
ice (80 cal g~') and vaporize water (540 calg™') com-
bined (80 + 540 =620 cal g~ '). Because there may be
multiple heat sources and sinks (e.g., the air above the
ice and the water below the ice) associated with
changing ice thickness on frozen Temperate Zone
lakes, it is a challenge to assess the quantitative role
that sublimation may play in those changes.

Some practical effects of sublimation may be visual-
ized by observing a reduction in the volume of some
dry ice (solid CO;) or camphor. In another example,
after several weeks of continuing subfreezing tem-
peratures and deep frost, and assuming that no deicing
salts were used, sublimation is most likely responsible
for the slow disappearance of an ice sheet over the
surface of a frozen sidewalk. Sublimation is also the
main process by which wet clothes, which were hung
out to dry in subfreezing temperatures, may dry. In the
latter case, the water on the clothing quickly freezes to
ice, but then slowly vaporizes through sublimation,
and the clothes dry. In more recent years, freeze-dried
vegetables, fruits, and other products (including
instant coffee) provide other examples where the prac-
tical application of sublimation is utilized to both
market and preserve food.

Surface Tension and Cohesiveness

Surface tension may be regarded as the resistance
offered by liquid water to forces attempting to deform
or break through the surface film of water. It is an
interesting property and, for water, the surface ten-
sion measured in Newton’s per meter (N m '), is high
and shows a slight increase as the temperature falls
from 100 (0.0589Nm™') to 0°C (0.0765Nm ).
The molecules of water are strongly attracted to
each other through their cobesiveness (attraction of
like substances). The properties of surface tension
and cohesiveness work together in water in shaping
the small rounded water droplets seen on a table top
or a car windshield. The same properties help to form
the slightly flattened to spherically-shaped raindrops
as they fall through the air.

The primary force for restoring larger wind-gener-
ated surface and internal waves of lakes is gravity, but
the primary force for restoring the much smaller cap-
illary waves or ripples on a lake’s surface seems to be
surface tension of the water itself.

The surface tension of water is sometimes used to
advantage in parlor games in which someone claims
that he/she can float a more dense (than water) steel
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needle on less dense water. When the needle is low-
ered slowly and carefully with its long axis paralleling
the surface of the water, it may be possible to ‘float
the needle’ because the high surface tension of the
water may prevent the needle from sinking. Do not
try this by lowering one of the sharp ends of the
needle first because a point application of the needle
will exceed the surface tension of the water film, and
the needle will sink rapidly.

When responding to a “fire call’ in fire trucks, water
is the most common and practical substance used by
firemen. Water is cool, it suppresses heat, it puts out
fires and sometimes there is much water to spare.
However, the high surface temsion of water can
reduce its effectiveness in suppressing some fires.
Surfactants are compounds that reduce the surface
tension of water. In their response to a ‘fire call’ fire-
men often quickly attach hoses to street fire hydrants
and spray water from that source on a burning struc-
ture. Although the addition of tiny quantities of sur-
factants to water may help put out fires, it is not
practical (or safe) to add surfactants to an entire
distribution system of a city. However, the addition
of tiny quantities of surfactants to the volume
(roughly 1.89 m® or 500 gallons in the United States)
of water being carried in the fire truck would make
that truck water ‘wetter.” Some combustibles could be
penetrated more easily by this wetter water of
reduced surface tension and selected fires could be
put out more rapidly.

There is a specialized community of organisms,
sometimes called neuston, associated with the surface
film. For many observers of nature, it is always
fascinating to see small insects such as pond skaters
or water-striders (Gerris sp., within the insect Order
Hemiptera), and whirligig beetles (Gyrinus sp. and
Dineutes sp., within the insect Order Coleoptera),
running around on the surface of ponds, sheltered
lakes, and some streams. Because of padded ends to
the long middle and hind feet of water striders, and
the much shortened but paddle-like feet of the whirli-
gig beetles, the high surface tension of the water is
such that the insects may dimple, but not break
through, the surface film.

One of the easiest ways of getting popcorn into
your mouth is by touching your tongue to some pop-
corn in a container. Here again it is the surface tension
of the water on your tongue that lets you ‘hold on’ to
the light popcorn easily.

Viscosity

This property may be thought of as the internal
friction or resistance exerted on one substance (gas,

liquid, or solid) as that substance tries to flow or
move through the same or another liquid. One way
of visualizing the influence that liquids or semiliquids
of progressively greater viscosities might exert would
be to take three glass marbles (same diameter and
density) and drop one in each of three similar-sized
glasses, one glass containing water, one light oil, and
one honey, all at the same temperature. The marble
would descend quite rapidly in water, more slowly in
the light oil, and very much more slowly in the glass
of honey. In this example, honey would obviously
exert the most friction or resistance to movement
through it and have the greatest viscosity. Viscosity
is usually measured in poises (N'sm~?) or centipoises
( = 0.01 P). Water at 20°C has a viscosity of
0.01002 P or 1.002 cP.

The rate of passive descent through a liquid reflects
the density of the liquid itself as well as the surface
area and density of the substance moving through it.
Viscosity changes with water temperature in that
viscosities decrease as water temperatures rise and
increase as water temperatures fall. Many fish are
powerful enough, slippery from mucous on their
skin, and shaped so they can ‘slip through’ water
relatively easily. In contrast tiny zooplankton, with
multiple projections on their body, are ordinarily
challenged as they attempt to move in any direction
and particularly so when moving in cool waters.

Colligative Properties

These are the four special properties of water that are
significantly altered or modified when solutes are added
to and dissolve in water. The alterations or modifica-
tions of a colligative property (regarded as a binding
property) may be predictable in dilute solutions when
the number of solute particles is known. It is the number
of solute particles, not their chemical nature, that deter-
mines the extent to which a property is modified.

The four colligative properties of water are vapor
pressure (when water is in equilibrium with its own
vapor), osmotic pressure (the pressure controlling the
diffusion of a solvent across a semipermeable mem-
brane), boiling point (the temperature at which water
undergoes a phase shift to a gas), and freezing point
(the temperature at which water undergoes a phase
shift to a solid). Even at standardized pressures
and temperatures, the extent to which a property is
modified depends on the number of solute particles
added. Generally, if we add a fixed number of solute
particles of a sugar or salt to a liter of pure water, there
would be some consequences. The vapor pressure
would be lowered but the osmotic pressure would
rise. The boiling point (also termed boiling-point
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elevation) would be elevated a bit above the usual
boiling point of 100.0 °C. In the latter case, a watery
mixture with solutes (e.g., a well-mixed soup being
heated for a meal) would have to get hotter than the
boiling point of pure water before it would boil. The
freezing point would be lower than 0.0 °C. A practical
application of this (also termed freezing-point depres-
sion) is easily seen, in parts of the northerly Temperate
Zone in winter, following the application of deicing
salts to melt the ice and snow on roads and sidewalks.
Although not a colligative property as such, a simple
increase in physical pressure also lowers the melting
point of ice (~0.007 °C/atm) and helps form snowballs
(when the snow is not too cold) and form a lubricating
layer of water under the blade of an ice skate.
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Water is H,O, hydrogen two parts, oxygen one, but
there is also a third thing, that makes it water and
nobody knows what it is.

—D.H. Lawrence (1929)

Introduction

Water is the most abundant molecule on Earth.
In spite of being so common, water is quite unusual —
from its high melting and boiling points to its tremen-
dous solvating power, high surface tension, and the
largest dielectric constant of any liquid. In this article,
we present an overview of the chemical properties
of water. The phrase ‘chemical property’ is context
dependent, which we define in general as a description
of the way that a substance changes its identity in the
formation of other substances. A universally accepted
set of chemical properties does not exist in the same
way that there is, more or less, a standard set of
physical properties for a given substance. Whereas a
given substance has intrinsic physical properties (such
as melting point), by our definition chemical proper-
ties are clearly tied to change. In addition to reactivity,
a substance’s ‘chemical properties’ also typically
include its electronegativity, ionization potential, pre-
ferred oxidation state(s), coordination behavior, and
the types of bonding (e.g., ionic, covalent) in which it
participates. Because these properties are extensively
studied in general chemistry courses, we will not fur-
ther discuss them here. Rather, we move beyond the
basic general chemistry concepts and focus upon
water in a limnologic context — particularly, its bulk
fluid structure and aspects of its chemical reactivity
in the hydrosphere.

In the following pages, we begin by briefly review-
ing the molecular structure of water and then discuss
models for its structure in ‘bulk’ solution. We then
turn our attention to the hydration of ions and an
overview of important reactions that involve water,
including acid-base, complexation, precipitation,
and electron transfer. We conclude with a look at
trends in the chemical composition of freshwater
that are fundamental to the field of limnology.

The Structure of Water

Knowledge of the structure of water is the basis
for understanding its unique chemical and physical

properties. Like the other nonmetallic hydrides of the
Group 16 elements, water is a triatomic molecule that
forms a nonlinear structure. In terms of group theory,
water has two planes of symmetry and a twofold
rotation axis and is therefore assigned point-group
Cs,. The H-O-H angle is 104.5°, formed as a result
of the distortion of the O-H bond axes by the two
pairs of nonbonding electrons on the oxygen atom.
Although water is often described as having four sp>-
hybridized molecular orbitals in a slightly distorted
tetrahedral geometry, models based solely upon that
configuration fail to accurately predict the properties
of liquid water, particularly the extent and influence
of hydrogen bonding on the structure of the bulk fluid
state. However, a tetrahedral geometry is in fact pres-
ent in the solid state, giving rise to the sixfold axis of
symmetry that is characteristic of ice, and in large
part as the basis of the networks that form in the
bulk liquid, though in a rapidly fluctuating dynamic
state.

Models for the bulk fluid structure of water are
a function of the noncovalent van der Waals forces
that exist between water molecules. There are five
major types of van der Waals forces that occur
between neutral molecules and ions in solution:
(1) London (or dispersion) forces, in which transient
dipoles form by variations in electron density between
neutral molecules; (2) Debye forces, in which the
dipole of a molecule induces the formation of a
dipole in an adjacent neutral molecule; (3) Keesom
forces, which form between neighboring dipoles;
(4) Coulombic forces, the electrostatic attraction (and
repulsion) of ions; and (5) hydrogen bonds, which
involve the electrophilic attraction of a proton to elec-
tronegative atoms such as oxygen and nitrogen. All of
these forces are present in aqueous solution to varying
degrees — hydrogen bonding being the most dominant.
The high negative charge density of the oxygen atom
relative to the high positive charge density of the
hydrogen atom creates a large (1.84 D) electric dipole
moment for the water molecule (Figure 1). Because of
the large dipole moment, the partial positive charge on
the H atom is attracted to electron density, while the
partial negative charge on the O atom causes the
attraction of electrophilic H atoms. In this way, hydro-
gen bonds are formed, representing the strongest of the
van der Waals forces that exist between neutral mole-
cules. While each hydrogen bond is ~20 times weaker
than a typical covalent bond, each water molecule can
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Figure 1 (a) The distribution of electron density in molecular
water (red = high, blue = low). Representation of the electric
dipolar nature of molecular water, as contributing dipoles along
each O-H axis (b) and as a net dipole (c).

participate in multiple hydrogen bonds — one to each
H atom and one (or more) to each nonbonded pair of
electrons on the O atom.

The key to understanding the structure of bulk
water — and its abnormal properties — is understand-
ing the way that noncovalent hydrogen bonds affect
its intermolecular interactions. Although one might
expect that the random translational motion of mole-
cules in a liquid results in an amorphous structure,
the extensive network of hydrogen-bonded molecules
in the liquid state of water gives rise to a surprisingly
very high degree of order. Water has considerable
short-range order that continues to a distance of at
least ~10-15 A from the 2.75 A diameter water
molecule. Hydrogen bonds are certainly not peculiar
to water, but in water they form such elaborate,
extensive, and strong networks that they create a
‘bulk’ structure with significant order, order that is
in fact maintained up to its boiling point.

A great deal of research has been devoted to
improving our understanding of water’s structure in
condensed phases — broadly divided into studies of
short-range and long-range order, the latter defined as
beyond ~15 A. These research endeavors have been
both theoretical and empirical, with theoreticians
employing advanced computational tools for mole-
cular modeling, and experimentalists armed with a
wide variety of spectroscopic techniques. Models for
the structure of water in the solid phase (i.e., in the
various ices that can form) generate little controversy
because theoretical models can be directly verified
by crystallographic and neutron-scattering techni-
ques. Because of the much more limited atomic
motion in the solid state, crystallographic methods
have provided an accurate picture of the various ices
that form as a function of temperature and pressure.

Figure 2 The arrangement of hexagonal water into a ‘chair’
conformation (top) and less stable ‘boat’ conformation (bottom).

Figure 3 The structure of the most common form of ice
(hexagonal ice), an arrangement based upon the HOH ‘chair’
hexamer. Each oxygen atom is at the approximate center of a
tetrahedron formed by four other oxygen atoms. The sixfold axis
of symmetry is shown in red for a layer of water ‘chairs’ (black)
overlaying another layer (blue). (Hydrogen atoms are not shown
for clarity.)

The most common type of ice under ambient condi-
tions is hexameric ice, in which six water molecules
are hydrogen bonded to form a hexagonal ring, as
shown in Figure 2. The most stable state for this
structure is a so-called ‘chair’ conformation (analo-
gous to cyclohexane), in which H-O---H bonds alter-
nate around the ring (where ‘- is a covalent bond and
‘... is a hydrogen bond). Also shown in Figure 2 is the
‘boat’ conformation, an energetically less stable con-
formation than the ‘chair’ structure. Each O atom has
a nearly tetrahedral arrangement of H atoms sur-
rounding it, in which two H atoms are covalently
bonded and two noncovalently as hydrogen bonds.
The sixfold axis of symmetry found in ice (Figure 3) is
the result of the building blocks of cyclic hexamers.
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Unlike models for ice, much controversy continues
to surround models for the structure of liquid water.
This may be somewhat surprising given that water is a
simple molecule, yet general agreement on a realistic
model remains elusive despite the application of pow-
erful computational and experimental approaches.
Predicting the precise arrangements of hydrogen-
bonded neighboring water molecules is challenging
because the structures are in a state of rapid flux (at
subpicosecond timescales). Some insight into the
structure of bulk water can be gleaned by examining
the structural changes that occur upon the melting of
ice. When ice melts, the increase in temperature causes
a slight disruption of the hydrogen-bonded network,
thereby initially causing the ice crystalline lattice to
collapse. Whereas the structure of ice is >80% ordered,
only an ~10% decrease in order occurs upon transi-
tion to the liquid phase. In this way, much if not most
of the short-range order is maintained, which in fact
continues to persist in part all of the way to the boiling
point at 100°C, where the order is essentially lost
completely. The partial collapse of the ordered environ-
ment during melting results in slightly more compact
hexameric chairs. Consequently, water has the very
unusual property of maximal density at a temperature
that is higher than its melting point. Above 4 °C, fur-
ther disruption of the intricate networks of cyclic hex-
amers by more intensive thermal agitation causes the
structures to become more open with a consequent
decrease in water’s density.

Water forms clusters in the liquid state. The pres-
ence of ‘ice-like’ structures in water, based on not
only hexameric but also pentameric and octameric
building blocks, along with ‘free’ swimming water
molecules in more amorphous regions, is the gener-
ally accepted model (Figure 4). However, there have
been intriguing studies that suggest that there are
regions that are far more complex than the structures
analogous to ice. Curiously, one of the earliest is
found in Plato’s dialogue Timaeus, where the ancient
Greek’s classification of matter — Earth, Fire, Air, and
Water — is described in mathematical (geometric)
terms. In the Platonic conception of ‘substance,” mat-
ter is intrinsically composed of triangles. Earth is
cubic (i.e., two equilateral triangles each comprising
six faces), Fire is tetrahedral (four triangles), and Air
is octahedral (eight triangles). In Plato’s view, water
is the most complex structure, taking the form of
an icosahedron. A regular icosahedron has 20 faces,
with five equilateral triangles meeting at each of
the 12 vertices. Thus, along with the dodecahedron,
these regular convex polyhedra comprise the famous
‘Platonic Solids.” This ancient conception of water
may seem quaint, yet it is strikingly similar in concept
to several recent theoretical models of the structure of
water in the bulk liquid phase. Clusters based on
dodecahedra and icosahedra have been proposed by
molecular modeling and supported by experiment
to exist in water — though the evidence remains some-
what controversial. Early work by Searcy and Fenn
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Figure 4 Proposed models for the structure of bulk water. (Top) The “flickering cluster’” model, with ice-like ordered regions
(high-lighted in blue) surrounded by amorphous regions where little short-range order is present. Molecular modeling and some
experimental evidence suggests that quite complex structures, such as dodecahedra (bottom left) and icosahedra (bottom right),

may also exist.
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on protonated water clusters by molecular beam mass
spectrometry found that a large peak in the spectrum,
which corresponded to 21 water molecules (a so-called
‘magic number’) was present, that is, for a cluster of
unusual stability. Speculation arose that the structure
of this ‘magic’ cluster was a dodecahedral complex
of 20 water molecules, each vertex occupied by an
oxygen atom and a hydronium ion trapped within
(e.g., as in clathrates). Recent work by Dougherty
and Howard has indeed found evidence for dodeca-
hedral clusters, and Chaplin has proposed a theoreti-
cal model for the formation of icosahedral clusters, a
model that has been supported by recent neutron
scattering experiments.

Solvation by Water

Ions in aqueous solution interact with one another
and with other nonelectrolytes, and their presence
in water’s dipolar electronic field creates relatively
strong noncovalent bonds such that the hydrated
ion is the form that undergoes further interactions
and chemical reactions, and has consequent implica-
tions for the rates of these processes. Only in the gas
phase do ‘bare’ (unsolvated) ions exist; in the liquid
phase, all ions are hydrated to some degree.

To appreciate the solvating power of water, the
solubility parameter (6) provides a useful measure,
defined as the ratio of the energy required to com-
pletely break all intermolecular forces that maintain
the liquid state. We represent 6 quantitatively as

- )
V

where AEy is the total energy required to vaporize
a solute. One can think of 6 as the ‘cohesive energy
density’ of a substance. Of course J correlates strongly
with polarity, with water not surprisingly having the
highest value of § when compared to other common
solvents (Figure 5).

Before studying an example of the structure of a
hydrated metal ion, we recognize that each water mole-
cule is already ‘solvated’ to a very high degree of struc-
tural complexity. And because of the autoionization
reaction of water, which we can represent as a net
reaction:

H,0 = H" 4+ OH", 1]

protons and hydroxide ions are formed that also
become hydrated. Realistic structures of the reaction
[1] products continue to be the subject of debate, but
much evidence suggests that a more realistic way to
describe the autoionization of water is

25

N
o
|

-
o
f

Solubility parameter (delta)
S

5 4
07 O & @ @ @
3% 00\% ,boo ,b(\o & -'\36 o‘@ PR \o"@ ef\@ e(\%
NS SENGE RS & & L
& W Q/o&\‘?\)@oo F O N
SO EFEsSs O
S Sia
Q‘\

Figure 5 A comparison of Hildebrand’s solubility parameter
(0) for various liquids (25 °C).

6H,0 = (H,0),H" + (H,0),0H" 2]

Proposed structures for these ions are shown in
Figure 6. For convenience, the simplistic products of
reaction [1] are commonly used in the literature. How-
ever, more complex structures, such as those depicted in
Figure 6, are themselves not yet fully accepted as
realistic.

For ions in aqueous solution, the structures formed
by hydration reactions are driven by geometric and
electronic factors. The number of water molecules
that coordinate as ligands to an ion typically varies
from four to nine, and is a function of factors that
include ion size, the number of vacant orbitals pres-
ent, and the degree of ligand-ligand repulsion. Given
the great interest in pollution by toxic metals, our
understanding of cation hydration is more extensive
than for anions, yet hydration of the latter should
not be surprising given the dipolar nature of water
as a ligand.

In Figure 7, the ‘concentric shell’” model for the
hydration of an ion is illustrated for aluminum ion,
which exists under ambient conditions in the +3
oxidation state. Three regions form the shells — an
inner layer, known as the primary (1°) shell,
an intermediate layer known as the secondary (2°)
shell, and a third region comprised of the bulk fluid.
The structure of the 1° shell is highly ordered, as
shown in Figure 7 for the tricapped trigonal prismatic
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Figure 6
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‘Proton hopping’ among three water molecules which together constitute a more accurate representation of a hydrated

proton (Hs03). The center structure is the most energetically stable of the three shown. A more realistic structure for solvated hydroxide
ion (H;Oy) is also shown (right). Hydrogen bonds are denoted by dashes (---).
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Figure 7 The ‘concentric shell’ model (left) for the hydration
spheres surrounding a cation, showing the primary, secondary,
and bulk solution shells. The primary hydration shell of aluminum
ion (right), a tricapped trigonal prismatic geometry in which only
the O atom positions for the 11 coordinating water molecules
are shown.

arrangement of 11 water molecules closely surround-
ing the trivalent cation. In the 2° shell, the influence of
the AI(IIT) ion’s high charge density would create a
more loosely held though structurally defined layer.
The bulk fluid extends beyond the 2° shell where the
range of the ion’s force field has no apparent effect
on the fluid structure. It is important to note that
the concentric shell model is simplistic, focusing

on the strongest inner layers that are present. That is,
the model ignores long-range ordering effects, which,
because of their weakness, are inherently difficult to
study. For example, molecular modeling (theoretical)
studies have suggested that for heavy metal ions in
aqueous solution, the surrounding water would be
affected by the electronic field of the ion to a distance
corresponding to several dozen or more layers of
water molecules. Only beyond these layers would the
bulk water reflect the ‘undisrupted’ structural state of
a pure solution of water.

The Reactivity of Water

While we may tend to think of water as relatively
inert, it is actually a very reactive molecule, with the
oxygen atom behaving as a strong electrophile and
the protons involved in autoionization reactions.
However, water’s reactivity is attenuated by its exten-
sive hydrogen bonding. The eightfold ratio between
water’s single relatively heavy (O) atom and two light
(H) atoms, and the charge inequity that exists
between them, gives rise to a rapid exchange of pro-
tons between adjacent water molecules (proton hop-
ping). In a pure solution of water, proton hopping



Physical and Chemical Processes Influencing Rivers | Chemical Properties of Water 13

among water molecules is constantly occurring at a
high rate — even at pH 7 where it is slowest, it occurs
on the order of 1000x per second (Figure 5). In studies
of hydrogen bonding and the solvation of ions by
water, the exchange of protons is even faster than the
millisecond timescale observed for a bulk solution of
pure water. Nevertheless, water is treated as a stable
molecule because the net structure (H-O-H) is main-
tained in spite of its intrinsic dynamic state.

Fundamentally, chemical reactions occur as means
for a species (atom, molecule, or ion) to increase its
thermodynamic stability. We can generally classify
chemical reactions into two broad categories:
(1) those that involve changes in oxidation state,
and (2) those that involve changes in coordination
environment. While the former redox processes
stand alone, the latter type of reaction can be divided
into acid-base, complexation, and precipitation reac-
tions. We can illustrate these three subcategories of
coordination reactions by the example of a series of
hydrolytic reactions involving the AI(III) ion:

AL +H,0 = AI(OH) () + H{,,  pKi =8.2

aq

AI(OH){) 4+ H,0 = AI(OH), + H[,,)  pK» = 19.0

AI(OH)?(aq) +H,0 = AI(OH)»?(S) +H,

Ly PKs =270

AI(OH) ) + Hy0 = AI(OH), + H},)  pky =314

aq (aq)

(The subscript ‘aq’ denotes ‘in aqueous solution,’
a reminder that all of these species are hydrated, the
structures of which are not shown.) While none of
the reactions above cause changes in oxidation states,
all are acid—base reactions because of the generation
of a (hydrated) proton. All can be classified as com-
plexation reactions as well because of hydroxide ion
acting as a ligand in its coordination to the metal
cation, with the formation of complex cations and
anions (with the exception of the third reaction). For
the third reaction, because of the formation of a
solid product, we classify it as a precipitation reac-
tion. Chemical reactions in the environment that
involve water as a reactant or product — i.e., each
type of reaction illustrated above as well as redox
reactions — represent an enormous volume of scholarly
work; the interested reader is therefore referred to the
‘Further Reading’ listed at the end of this article and
elsewhere in this Encyclopedia.

Trends and Patterns in Limnology

The chemistry that is mediated by water in natural
aquatic systems varies in space and time. Often this

variability is expressed in the form of trends and
patterns, and by understanding their causes it is pos-
sible to gain insight into the mechanisms that control
water chemistry. Ultimately, variation in the chemis-
try of lakes and rivers can be attributed to three
controlling factors: (1) physical processes and proper-
ties, including lake morphometry, weather, and cli-
mate; (2) geologic setting; and (3) biological factors,
including the abundance and composition of biota
within the water body and its watershed. Each of
these factors may in turn be influenced by human
activities. A discussion of how these factors influence
water chemistry is best facilitated by examining some
observed patterns for three important classes: dissolved
gases, major ions, and nutrients.

Dissolved Gases

The dissolved gases of primary interest in most
aquatic ecosystems are oxygen and carbon dioxide.
Both of these molecules are nonpolar, therefore, as
they partition at the air—water interface their hydra-
tion by water is minimal and consequently their solu-
bility is very low. The only van der Waals forces that
act upon them are very weak Debye forces, in which
water’s strong dipolar field induces a transient dipole
in the nonpolar molecule’s electronic field. These
gases are of primary importance because they both
influence and reflect biological processes. As a result,
they serve as tracers of electron flow (i.e., energy
flow) in an ecosystem. Reactions that convert energy
into an organic form will reduce CO,. In the case
of photosynthesis, energy is derived from light and
water is the electron donor, with the resultant pro-
duction of O,. CO, can also be reduced by chemoau-
totrophic bacteria, using other alternate electron
donors, such as ammonium (NH}), methane (CH,),
and hydrogen sulfide (H,S). In each case, anabolic
processes result in a loss of dissolved CO,. Con-
versely, the decomposition of organic material results
in the production of CO, and the loss of O,, if that
gas is available. In general, the balance between car-
bon reduction and oxidation in lakes and rivers is
controlled by light-driven photosynthesis. This, and
the physical exchange of gases between water and the
atmosphere, results in deep waters having higher CO,
concentrations and lower dissolved O, concentra-
tions than surface waters. In lakes that are chemically
or thermally stratified, the combination of decompo-
sition and reduced vertical mixing can result in
anoxia in the hypolimnion. In lakes that are well
mixed, anoxia will occur in the sediment. Under these
conditions, bacteria will use other electron donors
in the metabolism of organic carbon. The electron
donor used depends on the relative availability and
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the Gibbs’ free energy of reaction resulting from the use
of that donor. As a result, a vertical redox gradient is
created, in which the various electron acceptors serially
decrease with depth.

For lakes of a given size and within a geographic/
climatic region, dissolved gas concentrations can vary
according to the loading of nutrients and organic carbon.
Lakes with high nutrient loads will exhibit large diurnal
fluctuations in surface dissolved O, and CO, concentra-
tions, because of high photosynthetic rates during the
day and high respiration rates at night. Lakes with high
organic carbon loads may be persistently supersaturated
with CO, and undersaturated with O.

Temperature is a key property that determines
the solubility of gases in water (Figure 8). This has
ramifications both for the distribution of dissolved
gases within lakes, and for the relationship between
climate and dissolved gases, especially O,. Within
large temperate lakes in which plankton metabolism
is generally slow, there is usually sufficient dissolved O,
at all depths to support aerobic organisms. Smaller
lakes that stratify may develop an anoxic hypolimnion,
with the probability of anoxia increasing with the
duration of stratification and lake productivity. In trop-
ical lakes and rivers, warm temperatures result in lower
dissolved O, saturation concentrations, and higher
decomposition rates, making these systems more
prone to anoxia than their temperate counterparts.

Major lons

Major ions are those that contribute significantly to
the salinity of water. Major cations generally include
Ca?*,Mg’",Na" and K*, while major anions may
include HCO;, CO;~, Cl~,SO; ™, and sometimes NO;
All of these species are of course solvated by water, and
the concentric shells that are formed may extend rela-
tively far into the ‘bulk’ water. The absolute and rela-
tive abundance of the hydrated major ions in rivers
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Figure 8 The solubility of oxygen (— —) and carbon dioxide

(——) in freshwater at a pressure of one atmosphere and an
atmospheric CO, partial pressure of 380 patm.

and lakes are controlled by three factors: basin geol-
ogy, rainfall, and evaporation—crystallization pro-
cesses. Hence geographic variations in major ion
composition can be related to one or more of these
factors. For example, the relatively low Ca®" concen-
trations in lakes and rivers of Precambrian Shield
regions of North America and northern Europe are
because of the dominance of igneous granite in their
watersheds, while the high sodium and chloride con-
centrations of lakes in many dry regions is because of
evaporative concentration of these salts. Because the
above three factors differentially influence various
major ions, the salinity and relative abundance and
distribution of ions can be used to infer which
of these processes is most significant for a given
water body (Figure 9). Some exceptions to the pattern
shown in Figure 9 occur, especially in Africa, where
a combination of intense weathering, low Ca®"
concentrations in rock, and evaporative concentration
can result in moderately high salinities that are domi-
nated by Na™ and HCO; .

Nutrients

Most algae require a minimum of 14 essential nutri-
ents to grow. The nutrient that limits algal growth in
a water body depends on the availability of these
nutrients relative to algal demand. In most water
bodies, phosphorus or nitrogen is the limiting nutri-
ent, but trace elements such as iron and molybdenum
may also be limiting in some systems.
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The effects of accelerated nutrient loading to lakes
and rivers resulting from human activities, referred
to as eutrophication, are well documented in the
scientific literature, and are not addressed here. Phos-
phorus input to lakes and rivers is controlled primar-
ily by rock composition and weathering intensity, but
the availability of phosphorus to algae is influenced
by the availability of other elements, and by biologi-
cally mediated processes. In iron-rich waters, inor-
ganic phosphorus is bound as insoluble ferric
phosphate or adsorbed onto ferric oxides and oxy-
hydroxides, and such systems tend to be unproductive
and phosphorus limited. In calcareous regions,
including the Laurentian Great Lakes, calcium miner-
als may serve as a source of phosphorus through
weathering, but this phosphorus is often biologically
unavailable because of adsorption to minerals such
as calcium carbonate and precipitation with calcium
to form apatite. The equilibrium between dissolved
and particulate phosphorus is influenced by redox
potential, with phosphorus dissolution being acceler-
ated under anoxic conditions. Such conditions also
promote denitrification, through which biologically
available nitrate is ultimately reduced to nitrogen gas,
which cannot be assimilated by most algae. Over an
annual cycle, water column anoxia is more prevalent
in tropical lakes than in temperate lakes, increasing
phosphorus availability while promoting nitrogen
loss. As a result, nitrogen limitation of algae tends
to be more common in the tropics. These patterns can
be modified by lake depth. In deep lakes, phosphorus
is sequestered more efficiently into sediment, and as a
result these lakes tend to have a lower concentration
of phosphorus in the water column relative to shallow
lakes with similar external phosphorus loads.

Conclusion

Primarily because of an extensive network of hydro-
gen bonding, water is structurally complex and has
very unusual properties. Ions and molecules are sol-
vated by water, and the resulting structures affect
their reactivity and hence their toxicity, transport,
and fate. Understanding how nutrients and pollutants
are transformed by their interaction with water is
essential to understanding the dynamics of the Earth’s
hydrosphere. Furthermore, these chemical transforma-
tions affect how these compounds are transported to
other environmental compartments (e.g., the litho-
sphere and biosphere).

Water is said to be the most studied molecule. Yet
while theory and experiment have greatly improved
our knowledge of water’s structure, important ques-
tions remain only partially answered. In particular,

questions concerning the structure of water in the
liquid state, specifically how hydrogen bonding deter-
mines long-range ordering effects, continue to intrigue
researchers. Given the astonishing properties of such
a simple molecule, one might conclude that hydrogen
bonding is indeed that ‘third thing’ to which D.H.
Lawrence was alluding.

See also: Physical Properties of Water.
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Introduction

The Earth’s geology, its atmosphere, and the phenom-
enon of life have been profoundly influenced by water
through geological time. One manifestation of this
influence is the hydrological cycle, a continuous
exchange of water among the lithosphere, the atmo-
sphere, and the biosphere. The present-day hydrolog-
ical cycle is characterized by a vigorous circulation of
an almost insignificant fraction, about 0.01%, of the
total water existing on the Earth. Almost all beings on
land require freshwater for sustenance. Yet, remark-
ably, they have evolved and proliferated depending on
the repeated reuse of such a small fraction of available
water. The partitioning of water among the compo-
nents of the hydrological cycle at a given location
constitutes water balance. Water-balance evaluations
are of philosophical interest in comprehending the
geological and biological evolution of the Earth and
of practical value in environmental and natural-
resource management on various scales. The purpose
here is to outline the essential elements of the hydro-
logical cycle and water budgets relevant to inland
waters and aquatic ecosystems.

Hydrological Cycle

The hydrological cycle is schematically shown in
Figure 1. Atmospheric water vapor condenses and
precipitates as rain or snow. A small portion of this
is intercepted by vegetation canopies, with the rest
reaching the ground. A portion of this water flows
over land as surface water toward the ocean or inland
depressions, to be intercepted along the way by
ponds, lakes, and wetlands. Another portion infil-
trates to recharge the soil zone between the land
surface and the water table, and the groundwater
reservoir below the latter. Pulled by gravity, ground-
water can move down to great depths. However,
because of the presence of low permeability earth
layers, the downward movement is resisted, and
water is deflected up toward the land surface to be
discharged in streams, lakes, ponds, and wetlands.
Water escaping the influence of resistive layers and
moving to greater depths encounters geothermal heat.
Geothermal heating too has the effect of countering
downward movement and impelling groundwater
toward the land surface. At the land surface, surface
water and discharging groundwater are subject to

evaporation by solar radiation and to transpiration
by plants as they consume water for photosynthesis.
Collectively referred to as evapotranspiration, this
transfer of water back to the atmosphere completes
the hydrological cycle.

The components of the hydrological cycle, namely,
atmosphere, surface water, and groundwater (includ-
ing soil water), are intimately interlinked over a variety
of spatial scales (meters to thousands of kilometers)
and temporal scales (days to millions of years). Infor-
mation on the volume of water stored in each compo-
nent of the hydrological cycle, and the relevant spatial
and temporal scales are summarized in Table 1.

Water is a slightly compressible liquid, with high
specific heat capacity and latent heats of melting and
evaporation. It exists in solid, liquid, and gaseous
phases within the range of temperatures over which
life, as we know it, can sustain. Its bipolar nature
enables it to form cage-like structures that can trap
nonelectrolyte molecules as well as charged ions. For
these reasons, water is an active chemical agent, effi-
cient transporter of mechanical energy and heat, and
a carrier of dissolved and suspended substances.
These attributes render water to be an extraordinary
geological and biological agent that has endowed the
Earth with features no other celestial object is known
to possess.

The hydrological cycle is driven mostly by solar
energy and to a minor extent by geothermal heat.
The Earth’s erosional and geochemical cycles exist
due to water’s ability to do mechanical work asso-
ciated with erosion, chemically interact with rocks
and minerals, and transport dissolved and suspended
materials. Collectively, the hydrological, erosional,
and geochemical cycles constitute the vital cycles
that sustain life. The interrelationships among
these vital cycles can be conveniently understood
by examining the lithospheric components of the
hydrological cycle.

Hydrological Cycle: Lithospheric Components

Surface water On the Earth’s surface, water breaks
down rocks physically and chemically through
weathering, aided by solar energy and by actions of
microbes, plants, and animals. The products of
weathering are transported as sediments (bedloads
and suspended loads) and dissolved chemicals. In
addition, water also transports leaf litter and other

16
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Table 1 Hydrological cycle: spatial and temporal scales

Schematic description of the hydrological cycle: adapted from T. Dunne and L. B.

Leopold, 1978, Water in Environmental

Storage, % of Total®P

Spatial scale®

Residence Time?

Days

Atmosphere 0.001
Surface water® 0.01
Soil water 0.05
Groundwater 2.1
Oceans and seas 95.7
2.1

Km to thousands of km

Meters to hundreds of km

Meters to tens of meters

Tens of meters to hundreds of km
Km to thousands of km

Km to thousands of km

Weeks to years
Weeks to years

Days to millions of years
Thousands of years

Tens of thousands of years

Ice caps and glaciers

aTotal volume of water on Earth, 1.43 x 10° km®.
PFrom Unesco, 1971, Scientific framework for World water balance, p. 17.

°Distance over which cycle is completed.
9From Unesco, 1971, Scientific framework for World water balance, p. 17.

®Includes lakes and reservoirs, river and stream channels, swamps.

decaying vegetation and animal matter. The sedi-
ments and organic matter together contribute to the
cycling of life-sustaining nutrients. The habitats of
flora and fauna along the course of a river depend,
in very complex ways, on the texture of sediments as

well as on their chemical makeup. A glimpse into the
intricate influence of physical nature of sediments and
the aquatic chemical environment on an organism’s
life cycle is provided by salmon, an anadromous fish.
In the wild, salmon is hatched in gravelly stream beds
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that provide protection from predators and abundant
supplies of oxygen to the eggs. Once hatched, the
young fingerlings must have narrowly constrained
aquatic chemical and thermal environment to survive
as they migrate from a freshwater environment to
a marine environment where they will spend their

adult life.

Soil water The soil zone lies between land surface
and the water table, where water and air coexist. Soil
water, which is held in the pores by capillary forces, is
not amenable for easy extraction by humans. How-
ever, plants have the ability to overcome capillary
forces and extract water for their sustenance. Micro-
bial populations constitute an integral part of the soil
biological environment. With abundant availability
of oxygen and carbon dioxide in the air, the soil is
an active chemical reactor, with microbially mediated
aqueous reactions.

In the soil zone, water movement is dominantly
vertical, and a seasonally fluctuating horizontal
plane separates vertically upward evaporative move-
ment from downward directed gravity flow. Water
moving down by gravity reaches the water table to
recharge the groundwater reservoir. The journey of
water from the time it enters the groundwater reser-
voir to the time it emerges back at the land surface
may be referred to as regional groundwater motion.
Regional groundwater motion constitutes a conve-
nient framework for an integrated understanding of
the formation of sedimentary rocks and minerals, and
the areal distribution of soils and aquatic ecosystems
on land.

Groundwater Infiltrating water enters the ground-
water reservoir at high elevations, and driven by
gravity, moves vertically down in areas of ground-
water recharge. Depending on topographic relief
and the distribution of permeable and impermeable
layers, the vertically downward movement is resisted
sooner or later, and the movement becomes subhor-
izontal. With further movement, flow is deflected
up toward the land surface in areas of groundwater
discharge. Groundwater discharge typically occurs in
perennial stream channels, wetlands, low-lying areas,
and springs. In these discharge areas, surface water
and groundwater directly interact with each other,
with important geological and biological conse-
quences. For example, the spectacular tufa towers of
Mono Lake in California represent precipitates of
calcium carbonate resulting from a mixing of sub-
aqueous thermal springs with the lake water. Hypor-
heic zones, which play an important role in stream
ecology, are groundwater discharge areas where
stream flow is augmented by groundwater discharge.

Regional groundwater flow provides a framework
to interpret patterns of chemical processes in the
subsurface. Water in recharge areas is rich in oxygen
and carbon dioxide and has a significant ability to
chemically break down minerals through corrosive
oxidation reactions. However, available oxygen is
consumed as water chemically interacts with the
minerals along the flow path, and the oxidation
potential of groundwater progressively decreases
along the flow path. In swamps and wetlands of
discharge areas, water exists under strong reducing
(anaerobic) conditions. Between these two extremes,
ambient conditions of acidity (pH) and redox state
(Eh) govern the chemical makeup of water as well as
the types of minerals and microbial populations that
are compatible with ambient water chemistry. In gen-
eral, the cation content of groundwater reflects the
chemical make up of the rocks encountered along
the flow path, and the anion content is indicative of
the progress of chemical reactions.

The concept of hydrochemical facies denotes the
diagnostic chemical aspect of aqueous solutions reflect-
ing the progress of chemical processes within the frame-
work of regional groundwater motion. Given the
concept of regional groundwater motion, and that of
hydrogeochemical facies, one can readily see how the
spatial distribution of various types of soils, and the
distribution of different types of ecosystems over a
watershed, must represent the profound influence of
the lithospheric segment on the hydrological cycle.
Regional groundwater flow pattern in the Atlantic
Coastal Plain as deciphered from hydrochemical infor-
mation is shown in Figure 2.

Nutrient Cycling and Energy Balance

A discussion of the hydrological cycle is incomplete
without examining its connections to nutrient cycling
and solar energy balance.

A glimpse into connections to nutrient cycling can
be gained by examining the role of water in the
cycling of carbon, sulfur, and phosphorus. Almost
all biological carbon originates in atmospheric car-
bon dioxide through photosynthesis by plants and
phytoplankton. Water, essential for the photosynthe-
sis process, is transferred as water by plants from the
soil via leaves to the atmosphere, completing the
hydrological cycle. In the lithosphere, water plays a
dominant role in the decomposition and mineraliza-
tion of organic carbon on diverse time scales, ulti-
mately producing carbon dioxide or methane to be
returned to the atmosphere. Sulfur is a multivalent,
redox-controlled chemical species which plays an
important role in metabolic reactions of plants.
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Figure 2 Groundwater flow patterns inferred from hydrochemical facies in the Atlantic coastal plain (W. Back, 1960, Origin of

Hydrochemical Facies of Groundwater in the Atlantic Coastal Plains).

Under reducing conditions, sulfur is insoluble in
water. Sulfate, its most oxidized form, is water solu-
ble, and it is in this form that sulfur usually enters
plant roots. Sulfide minerals constitute the principal
source of sulfur in the lithosphere, and they are oxi-
dized in the presence of bacteria to sulfate and
become available for uptake by plants. In plants,
sulfur is fixed in a reduced form. Thus, sulfur of
dead organic matter is mobilized by oxidizing waters
to sulfate to sustain the sulfur cycle. Phosphorus,
which plays several important roles in the biological
processes of plants and animals, is water soluble only
under very narrow ranges of redox and pH. It does
not readily form gaseous compounds. Therefore,
phosphorus cycling is almost entirely restricted to
the lithosphere. Phosphorus cycling effectively main-
tains biological habitats despite the severe aqueous
constraints that limit its mobility.

The hydrological cycle is driven largely by solar
energy. Just like water, solar energy is also subject to
cyclic behavior. On the land surface, the energy
received as incoming solar radiation (insolation) is
balanced partly by outgoing longwave radiation,
partly as sensible heat by convecting air columns
and partly as latent heat transferred by water from
the land to the atmosphere. Of the total solar radia-
tion received from the sun on land, the amount of
energy returned by water to the atmosphere amounts
to about 46 %, a major fraction. Any significant per-
turbation of this contribution will have influence
global climate.

Summary

The concept of hydrological cycle is elegantly simple.
But, its importance in the functioning of the geologi-
cal and biological Earth is profound, transcending
water itself. It plays an overarching role in the cycling
of solar energy, sediments, and chemical elements
vital for the sustenance of life. Although it is clear
that contemporary ecosystems reflect an evolutionary
adaptation to the delicate linkages that exist among
the various components of the hydrological cycle, it is
also apparent that evolving life must have influenced
the evolution of the hydrological cycle over geological
time. Life, it appears, is simultaneously a product of
the hydrological cycle and its cause.

Water Budgets
Framework

Despite advances in science and technology, climate
remains outside human control and manipulation.
Humans, just as plants and animals, have to pattern
their existence submitting to the variability of cli-
mate. However, surface water, soil water, and
groundwater lie within reach of human control, to
be managed for human benefit. In this context, the
concept of water budgets becomes relevant.

Given a volume element of the Earth with well-
defined boundaries, water budget consists in quanti-
fying the relationships among inflow, outflow, and
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change in storage within the element. This simple
concept is as valid over the Earth as a whole treated
as a volume element, over a river basin, or over a
small rural community. In a world of stressed water
resources, water budget is assuming an ever increas-
ing importance as a framework for wise and equitable
water management.

Water is always in a state of motion, and its budget
is governed by the simple notion that inflow must
equal change in storage plus outflow. Symbolically,
this may be stated as

P =E+ Rgy + Ry + ASu + ASo + AGw + Dy [1]

where P is precipitation, E is evapotranspiration, R is
runoff, Su is surface water, Gw is groundwater, So is
soil water, Dy is diversion by humans, and A denotes
change in storage. If the time interval of interest is
smaller than a season, the terms involving change in
storage cannot be neglected, the system being under
transient conditions. If, however, the time interval of
interest is a year or several years, seasonal increases
and decreases in storage will effectively cancel out,
and the water budget equation reduces to a steady-
state balancing of inflow and outflow

P=FE+ Rsy + Rgw + Dy [2}

Implicit here is the assumption that precipitation
constitutes the only inflow into the volume element,
which is reasonable if one considers a watershed
enclosed by a water divide, without any water
import. Clearly, if the volume element of interest is
defined by open boundaries, terms representing water
import and export have to be added to the equations.

Assessment of Components

The simplicity of the above equations belies the diffi-
culties inherent in assessing the different components
involved. Perhaps the most widely measured quanti-
ties in water budgets are precipitation and surface
runoff. Rainfall data from aerially distributed rain-
gauging stations are integrated over space to arrive at
the total volume of water falling over an area during a
period of interest. Runoff estimated at a given loca-
tion on a stream with flow meters or river-stage data
supplemented by rating curves, represents outflow
from the watershed upstream of that location.

Evapotranspiration Experience has shown that eva-
potranspiration constitutes a significant percentage of
precipitation over the land surface. Yet, quantification
of evapotranspiration is a difficult task. The gravimet-
ric lysimeter provides a way of experimentally estimat-
ing evapotranspiration from a soil mass of the order of

a few cubic meters in size. Although of much value as
tools of research, lysimeters are helpful in estimating
evapotranspiration only over small areas. For water-
sheds and river basins, it is customary to use a combi-
nation of empirical and theoretical methods. In one
such approach, the concept of potential evaporation
plays a central role. Potential evaporation is under-
stood to be the height of column of water that would
be evaporated from a pan at a given location, assuming
unlimited supply of water, as from a deep lake. If
precipitation at the location exceeds potential evapora-
tion, the soil is assumed to hold a maximum amount of
water in excess of gravity drainage. If precipitation is
less than potential evaporation, then the actual evapo-
transpiration will be limited to what precipitation can
supply. In this case, empirical curves are used to esti-
mate soil moisture storage based on precipitation defi-
cit and the maximum water-holding capacity of the
soil. With the availability of instruments of increased
sophistication and super computers, energy methods
are increasingly sought after to estimate evapotranspi-
ration from watershed scale to continental scale. In
these methods, the goal is to carry out a solar energy
budget and isolate the amount of energy that is trans-
ferred by water from the land surface to the atmo-
sphere as latent heat. This estimate is then converted
to evapotranspiration. To support this model, data are
generated from detailed micrometeorological measure-
ments such as short-wave and long-wave radiation,
temperature, humidity, cloud cover, and wind velocity.
Another method for estimating evapotranspiration is
to carry out an atmospheric water balance in a verti-
cal column overlying the area of interest. In this
method, evapotranspiration is set equal to the sum of
precipitation and change in water vapor content of the
column, less the net flux of water laterally entering
the column.

Soil-water storage In the field, water content of soils
can be profiled as a function of depth with the help of
neutron logs or by Time Domain Reflectometry. In
principle, one can empirically estimate change in soil-
water storage by carrying out repeat measurements
with these instruments. However, these methods are
of limited value when estimates are to be made over
large areas.

The concept of field water capacity, used widely by
soil scientists and agronomists, denotes the quantity
of water remaining in a unit volume of an initially wet
soil from which water has been allowed to drain by
gravity over a day or two, or the rate of drainage has
become negligible. The water that remains is held
by the soil entirely by capillary forces. Field capa-
city depends on soil structure, texture, and organic
content and is commonly measured to help in
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scheduling irrigation. Empirical curves presented by
Thornthwaite and Mather (1957) provide correla-
tions among field water capacity, water retained in
soil, and the deficit of precipitation with reference to
potential evaporation. These curves can be used to
estimate change in soil-water storage.

Groundwater storage Changes in groundwater stor-
age occur due to two distinct physical processes. At
the base of the soil zone, as the water table fluctuates,
change in storage occurs through processes of satura-
tion or desaturation of the pores. In this case, change
in groundwater storage per unit plan area is equal to
the product of the magnitude of the water-level fluc-
tuation and the specific yield of the formation, a
parameter that is approximately equal to porosity.
In the case of formations far below the water table,
water is taken into storage through slight changes in
the porosity, depending on the compressibility of
the formations. In this case, change in groundwater
storage can be estimated from the product of water-
level fluctuation and the storage coefficient of the
formations.

Groundwater runoff The movement of water in the
subsurface is quantified with Darcy’s Law, according
to which the volume of water flowing through a given
cross sectional area per unit time is equal to the
product of the hydraulic conductivity of the forma-
tion, the gradient of hydraulic head, and the cross-
sectional area. In the field, hydraulic gradients can be
obtained from water table maps. These, in conjunc-
tion with the known hydraulic conductivity of the
geological formations can be used to estimate
groundwater runoff.

Table 2 Statewide water balance, California — m® (maf?)

Two Examples

Global water balance Between 1965 and 1974, the
International Hydrological Decade Program of
UNESCO did much to focus attention on the impera-
tive to judiciously manage the world’s freshwater
resources. An important contribution to the efforts of
IHD by the Russian National Committee was the pub-
lication, World Water Balance and Water Resources of
the Earth (Unesco, 1978), which provided detailed
estimates of water balance for the different continents,
and for the Earth as a whole. The general finding was
that for the world as a whole, total annual precipitation
is of the order of 113cm, or about 5.76 x 10° km?>.
Globally, this precipitation is balanced by an equal
magnitude of evapotranspiration. However, an im-
balance exists between precipitation and evapotran-
spiration, if land and the oceans are considered
separately. Over land, average annual precipitation is
about 80 cm, or 1.19 x 10° km?. Of this, evapotrans-
piration constitutes 48.5cm (60.6%) and runoff
constitutes 31.5cm (39.4%), indicating a deficit of
precipitation in comparison to evapotranspiration.
Over the oceans, the average annual precipitation is
about 127 cm, or 4.57 x 10° km?, while evaporation
is about 140cm. The excess of evaporation over
precipitation over the oceans is equal to the runoff
from the land to the oceans.

California With a land area of 409 500 km?, and
spanning 10° of latitude and longitude, California
exhibits remarkable diversity of physiography, cli-
mate, flora, and fauna. The Department of Water
Resources of the State of California periodically pre-
pares water balance summaries to aid state-wide
water planning. The DWR’s latest water balance esti-
mates are instructive in that they provide comparison

Water year (Percent of normal precipitation)

1998 (171%)

2000 (97%) 2001 (72%)

4.07 x 10'1(329.6)
9.00 x 10° (7.3)
4.16 x 10"" (336.9)
2.58 x 10'" (208.8)
1.85 x 10° (1.5)
1.49 x 10" (120.8)
4.08x 10" (331.1)
8.88 x 10° (7.2)
—1.72x10° (-1.4)
7.15 % 10° (5.8)

Precipitation

Imports: Oregon/Nevada/Mexico
Total inflow

Evapotranspiration®

Exports: Oregon/Nevada/Mexico
Runoff

Total outflow

Change in surface water storage
Change in groundwater storage
Total change in storage

2.32x 10" (187.7)
8.63 x 10° (7.0)
2.40x 107 (194.7)
1.62 x 10" (131)
1.11 x 10° (0.9)
8.46 x 10'°(68.6)
2.48 x 10" (200.8)
—1.60 x 10° (-1.3)
—5.55 x 10° (—4.5)
—7.15% 10° (-5.8)

1.72 x 10'(139.2)
7.77 x 10° (6.3)
1.79 x 10" (145.5)
1.53 (124.2)
8.63 x 108 (0.7)
4.30 x 10'° (34.9)
1.97 x 10"7(159.8)
—5.67 x 10° (—4.6)
-1.20x10'° (-9.7)
—1.76 x 10" (—-14.3)

aMillion acre feet.
PIncludes native plants and cultivated crops.
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of water budget for an average year with those
of a surplus year and a deficit year (California
Department of Water Resources, 2005). Salient fea-
tures are summarized in Table 2. It is interesting to
note from the table that (1) groundwater is being over
pumped even during surplus years, (2) California
experiences a deficit of about 3% even during an
average year, and (3) evapotranspiration varies from
62% during a surplus year to as much as 85% during
a drought year.

Epilogue

Modern science has shown that the observed behav-
ior of the hydrological cycle can be understood and
explained in terms of the laws of mechanics and
thermodynamics. However, the ability of modern sci-
ence to describe the hydrological cycle in precise detail
and to predict the future behavior of components of
the hydrological cycle with confidence is severely lim-
ited. The limitation arises from the many spatial and
temporal scales in which the components interact, the
complexity of processes, difficulties of access to obser-
vation, and sparsity of data, not to mention the role of
living beings that defy quantification. Yet, we have to
draw upon our best science so as to use the world’s
limited supplies of freshwater wisely and equitably.
This goal will be best achieved if we recognize the
limitations of science, moderate our social and eco-
nomic aspirations, and use science to help us adapt to
the constraints imposed by the hydrological cycle.

Throughout history, humans have been fascina-
ted with water. Although modern science has been
successful in elucidating the details of the functioning
of the hydrological cycle, its essential features were
astutely recognized and viewed with awe centuries
(perhaps even millenniums) before Christ in China,
India, Greece, and Egypt. It is therefore fitting to
conclude this discussion of the hydrological cycle
with a psalm from the Hindu scripture:

“The waters which are from beaven, and which
flow after being dug, and even those that spring
by themselves, the bright pure waters which lead to
the sea, may those divine waters protect me here”
(Rig-veda, VII 49.2).

See also: Chemical Properties of Water; Hydrology:
Streams; Physical Properties of Water.
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Introduction

Every point on the Earth’s landmass lies within a
drainage network formed of stream channels tribu-
tary to one another that eventually drain to an inland
reservoir or to an ocean. The spatial arrangement of
channels into a drainage network, the water and sedi-
ment moving from hillslopes and down streams, and
the geometry of streams, all reflect climatic and geo-
logic factors within the drainage basin.

Spatial Organization of Streams in
Drainage Networks

A drainage network includes all the stream channels
that drain toward a reference point. The network is
bounded by a topographically defined drainage divide;
precipitation falling on the far side of the divide
flows down slope into an adjacent drainage network.
A drainage network begins with first-order streams to
which no other stream is tributary. In the most com-
monly used method of stream orders, a second-order
stream begins at the junction of two first-order
streams, a third-order stream begins at the junction
of two second-order streams, and so on (Figure 1).

Patterns of drainage networks. The spatial distri-
bution of streams within the network can be descrip-
tively classified using terms including dendritic,
rectangular, radial, and others. Dendritic drainages
are the most widespread, taking their name from a
resemblance to the outline of a tree (Figure 2).
A dendritic drainage is commonly interpreted to re-
flect a relatively homogeneous substrate of moderate
down slope gradients. A rectangular drainage, in con-
trast, has many right-angle tributary junctions that
reflect a strong underlying control, such as joints in
the bedrock, which influences the location of stream
channels. A radial drainage network more likely
reflects the underlying topographic control, such
that individual streams radiate outward and down
from a central high point such as a volcanic cinder
cone. This descriptive classification for drainage net-
works is useful because it is readily apparent in aerial
photographs, topographic maps, or digital elevation
models of a landscape, and because the categories
of the classification imply something about the geo-
logic controls on the spatial arrangement of stream
channels across a landscape.

Drainage density. Drainage networks can be quan-
titatively described using parameters such as drainage

density, which is the ratio of total length of streams
within a network to the surface area of the network
(stream km/km” of drainage area). Drainage density
reflects climatic controls, substrate on which the
drainage network is formed, and age of the drainage
network. The highest values of drainage density tend
to occur in semiarid regions and in the seasonal tro-
pics. In each of these regions, high-intensity rainfalls
create sufficient erosive force to overcome the surface
resistance of hillslopes and form stream channels.
High values of drainage density can also be associated
with very steep topography, with erodible substrates,
and with patterns of land use such as deforestation
that reduce hillslope resistance to surface erosion.
Drainage networks initially form relatively rapidly
on newly exposed landforms such as glacial or volca-
nic deposits. The rate of increase in drainage density
then levels off with time as the network becomes
fully integrated and the spacing of stream channels
reflects the minimum surface area needed to produce
sufficient runoff to support a channel.

Formation of stream channels. A stream channel
can form as the result of either surface or subsurface
processes, or some combination of the two. Hetero-
geneities in the surface and subsurface properties of
hillslopes create zones of preferential flow during
downslope movement of water. As water preferen-
tially concentrates on the surface, the force exerted
against the surface by the flowing water increases
proportionally to the depth of the water. A self-
enhancing feedback occurs such that an initial surface
irregularity slightly concentrates surface flow on the
hillslope, and the slightly deeper flow in this irregu-
larity exerts more erosive force against the surface,
thus deepening the irregularity, which then concen-
trates yet more flow as it widens and deepens. Even-
tually, the irregularity creates a spatially continuous
downslope flow of water in the form of a rill. If one
of a series of parallel rills enlarges faster than the
neighboring rills, the master rill creates a secondary
side slope between its channel and that of adjacent
rills. This secondary slope facilitates shifting of the
smaller rill so that it becomes tributary to the larger
rill, and a drainage network begins to form.

An analogous process occurs in the subsurface, where
differences in porosity and permeability create localized
zones of greater flow that dissolve or physically erode
material to create subsurface cavities. These cavities
can form surface channels if the overlying material
collapses into the cavity. The resulting sapping and

23
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"""""" 1st order stream
—— 2nd order stream
—— 3rd order stream
e 4th order stream

——— Drainage divide

Figure 1 Schematic drawing of a drainage network, showing
the ordering of streams, and delineation of the drainage divide.

Figure 2 Dendritic drainage network formed on a gently
sloping surface with homogeneous underlying sediment,
northwestern Australia. The trees in the photo are approximately
8-10m tall.

piping networks have distinctive channels in which sur-
face flow begins abruptly at an amphitheater-shaped
depression in the ground surface.

Because the area of hillslope contributing flow to a
stream channel increases downslope, thresholds for
erosion and channel formation can be crossed at
downstream portions of a slope first, and the stream
channels then erode headward as the network of
channels enlarges. If one set of channels erodes head-
ward more rapidly than an adjacent network, the
former channels can erode through the drainage
divide and capture a portion of the adjacent network.
This situation is occurring presently at the Casiquiare
Canal, a naturally occurring channel along which a

Figure 3 Bedlands topography in Death Valley National
Monument, California. Channels begin very close to the ridge
crests, as can be seen most clearly along the dark brown ridge
crest running across the lower third of the photograph.

portion of the headwater drainage of the Amazon
River of South America is capturing some of the
headwater drainage of the adjacent Orinoco River.

The point along a hillslope at which stream chan-
nels begin to form depends on factors such as char-
acteristics of precipitation, infiltration capacity of
the surface, and erosional resistance of the surface
(Figure 3). Regions with intense rainfall, low infiltra-
tion capacities, and highly erodible surfaces can have
drainage networks that start very close to the crest
of hillslopes, whereas other areas with less intense
precipitation, higher infiltration, or greater surface
resistance may have channel networks that begin
much farther downslope.

Sources of Flow in Streams

The ultimate source of water flowing in any stream is
snowmelt, rain-on-snow, or rainfall. Snowmelt gener-
ally produces regular seasonal patterns of stream flow
during the onset of warmer temperatures when snow
packs have accumulated during the winter melt.
Snowmelt tends to be an important source of stream
flow at higher latitudes and higher altitudes. Snow
and rainfall can also enter streams after having been
stored as ice in glaciers or icefields for periods of up
to thousands of years. As with other forms of snow-
melt, glacier melt is most pronounced during warmer
seasons of the year, but can persist throughout
the warm season (unlike snowmelt, which tends to
be most pronounced during the early part of the
warm season).

Rain-on-snow occurs when warmer temperatures
cause rain to fall directly onto snow packs that have
not yet completely melted. The warmer temperatures
increase the melt rate of the snow which, when
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combined with rainfall, can create high rates of run-
off and associated flooding. Rain-on-snow floods are
particularly prevalent in low-to-moderate elevation
catchments in coastal mountain ranges at middle
latitudes.

The intensity, duration, and spatial extent of rain-
fall vary greatly among different types of climatic
circulation patterns that generate rainfall. Convective
storms create very intense rains that cover small areas
(1-10% km?) for periods of up to a few hours. Frontal
storms that last for days can extend across 10* km?.
The most extensive rains are associated with cyclonic
storms such as hurricanes that last for days to weeks
and monsoonal circulation patterns that last for
months at a time. Both cyclonic and monsoonal
storms can cover large areas of 10°~10” km?. Convec-
tive storms can generate enormously large stream
flows within small drainage basins, but the effects of
a small storm can be mitigated in large drainage
basins where substantial portions of the basin remain
unaffected by the storm. The more extensive frontal,
cyclonic, and monsoonal storms can produce floods
across much larger drainage basins.

The distribution of different types of precipitation
reflects global-scale atmospheric circulation patterns,
as well as regional topographic influences on the move-
ment of air masses that bring moisture over a drainage
basin. The regions with the greatest annual precipita-
tion mostly lie within 30° north and south of the equa-
tor, where air masses moving across the warm surface
of the tropical oceans pick up tremendous amounts of
water vapor that is then transported inland to fall as
precipitation. Smaller areas of very high precipitation
can occur at higher latitudes where a mountain range
forces moisture-bearing air masses to rise higher into
the atmosphere, causing the water vapor within the air
masses to condense and fall as precipitation, or where
proximity to an ocean surface with relatively warm
temperatures facilitates evaporation and inland trans-
port of moisture from the ocean. Convective storms,
which involve localized strong updrafts, are most com-
mon at latitudes 10° N-10°S. Frontal storms occur
when the boundary between two air masses with dif-
ferent densities passes over a region and brings wide-
spread precipitation. Monsoonal storms are associated
with seasonal reversals of winds that draw moisture
from adjacent oceans over land masses. Cyclonic
storms, which have a strong rotational component,
occur in two broad bands at approximately 10°-50°
north and south of the equator.

Stream flow can also be dramatically affected by
the failure of a natural or human-built reservoir.
Lakes created when a landslide or debris flow blocks
a stream commonly burst within a few days as the
blockage is overtopped or weakened by seepage and

piping. Water ponded upstream from glacial mor-
aines or underneath glacial ice can also empty cata-
strophically when the moraine is overtopped or
weakened within, or when the confined water builds
sufficient pressure to lift the overlying glacial ice.
Human-built fill and concrete dams can also fail by
being overtopped or undermined. In each of these
cases, sudden release of the ponded water initiates a
catastrophic flood that continues until the reservoir is
drained below the level of the remaining portions of
the dam, or until the glacial ice once again shuts off
the drainage path.

Patterns of stream flow reflect global and regional
atmospheric circulation patterns and topography, as
well as drainage area. Rivers in the equatorial and
tropical latitudes commonly have the largest mean
flow per unit drainage area because of the greater
amounts of precipitation at these latitudes. Peak
flow per unit drainage area tends to be greatest in
relatively small rivers because the entire drainage area
can be contributing runoff during intense precipita-
tion events. Seasonal and interannual variability of
flow tend to be largest in arid and semiarid regions,
and in the seasonal tropics.

Movement of Water into Stream Channels

Precipitation falling across a landscape moves down-
ward along various paths from hillslopes into stream
channels. Precipitation can remain at the ground sur-
face and move downslope relatively quickly as runoff
or Hortonian overland flow. Precipitation can also
infiltrate the ground surface and move downslope
more slowly. Throughflow occurs when subsurface
flow moves within the upper, unsaturated layers of
sediment. Although the matrix as a whole remains
unsaturated, concentrated zones of flow in pipes or
macropores, or temporarily saturated zones, are par-
ticularly effective in moving water downslope into
streams relatively rapidly. If the infiltrating water
reaches the deeper, saturated layers of the subsurface,
the water moves downslope with groundwater. Hill-
slopes tend to be heterogeneous environments as a
result of small-scale variations in surface topography
and the porosity and permeability of subsurface
materials. Throughflow moving downslope can con-
centrate in topographic irregularities and zones of
limited porosity and permeability along the hillslope
and return to the surface to move downslope as satu-
ration overland flow. Overland flow and shallow,
concentrated subsurface flow in pipes or macropores
usually move downslope most rapidly, and these
sources of runoff are together sometimes referred to
by the descriptive term quickflow. Other forms of
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Figure 4 Schematic side view of hillslope illustrating four basic downslope pathways of water (italicized) and range of rates of

movement.

throughflow, as well as groundwater flow, move at
slower rates (Figure 4).

The distribution of water among these four basic
flow paths commonly varies across time and space.
Rainfall that initially produces throughflow can sub-
sequently create overland flow, for example, if infil-
tration capacity declines following prolonged rainfall
or an increase in rainfall intensity. Convex portions of
a hillslope can produce dominantly throughflow,
whereas concave portions of the slope have satura-
tion overland flow during the same rainstorm.

Spatial and temporal variability in the downslope
movement of water reflects the characteristics of
precipitation inputs and hillslope pathways. Pre-
cipitation intensity and duration exert particularly
important influences on downslope movement of
water. Higher intensities of precipitation are more
likely to overwhelm infiltration capacity and produce
overland flow, but prolonged precipitation at any
intensity has the potential to exceed infiltration
capacity.

Hillslope characteristics including vegetation cover,
downslope gradient, and the porosity and perme-
ability of materials at the surface and in the subsur-
face also strongly influence the downslope movement
of water. Vegetation cover intercepts some precipi-
tation, allowing snow or rain to evaporate or sub-
limate directly from the plant without reaching
the ground, or reducing the force of impact when
raindrops bounce from the plant onto the ground.
Vegetation also sheds dead leaves and branches that
can build up over time in a surface layer of duff with
high infiltration capacity. Linear cavities left in the

subsurface when plant roots die and decay can create
macropores that facilitate rapid downslope move-
ment of water in the subsurface. Steeply sloping
surfaces can create large subsurface pressure differ-
ences that facilitate more rapid subsurface flow.
Hillslope materials with high porosity (percent of
void space) and permeability (interconnectedness
of void spaces) also facilitate rapid infiltration and
downslope movement of subsurface water. Porosity
and permeability can result from spaces between indi-
vidual grains in unconsolidated materials. Sand and
gravel tend to have lower porosity but higher perme-
ability than finer silt and clay-sized particles, with the
result that sand and gravel commonly have higher
infiltration and downslope transmission of water.
Larger cavities in the form of pipes or macropores in
sediments, or fractures in bedrock, also facilitate down-
slope flow. Pipes and macropores can result from bio-
logical processes including animal burrows or decayed
plant roots. They can also form by erosion when sub-
surface flow concentrated above a less-permeable unit
builds sufficient force to remove particles and create a
continuous subsurface cavity (Figure 5).

In general, hillslopes with limited vegetation cover
or surfaces disturbed by humans are likely to have
more overland flow, whereas subsurface flow paths
become more important with greater vegetation
cover and deeper, more permeable soils. However,
even a catchment with continuous, dense forest
cover can have rapid downslope transmission of pre-
cipitation during conditions of high rainfall intensity
or where thin soils and preferential subsurface flow
paths such as pipes and macropores are present.
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Figure 5 Channel segments affected by subsurface piping along Cienega Creek in central Arizona. As subsurface pipes enlarge, the
overlying sediment collapses into the cavity (upper photo) until eventually the collapse becomes longitudinally continuous, leaving a

deeply cut channel with nearly vertical banks (lower photo).

Movement of Sediment into Stream
Channels

Sediment transported downstream can come from
adjacent hillslopes, floodplains, and valley bottoms,
and from erosion of the bed and banks within the
stream. Hillslope sediment enters streams via gradual
processes of slope erosion that occur through slope
wash, soil creep, rill erosion, and other movements of
individual sediment particles. Large volumes of sedi-
ment can also be introduced to streams during mass
movements such as landslides, debris flows, and rock
falls. Mass movements become progressively more
important sources of sediment to streams where adja-
cent slopes are steeper and where episodic triggers
such as intense rainfalls, seismic shaking, or wildfires
periodically destabilize the hillslopes. Mass move-
ments are particularly important in bringing sediment
directly into headwater streams in mountainous ter-
rains where narrow valley bottoms and spatially lim-
ited floodplains leave little storage space for sediment

between the hillslopes and stream channels. Moun-
tainous terrains around the world produce an esti-
mated 96% of the sediment that eventually reaches
the ocean basins, but occupy only 70% of the land
area within river basins (Figure 6).

Floodplains adjacent to streams provide a very
important source of sediment to streams, although
the dynamics of sediment movement between streams
and floodplains are spatially and temporally com-
plex. Overbank flows that inundate floodplains can
deposit large volumes of sediment as particles carried
in suspension settle from waters that move more
slowly across floodplains. This sediment can remain
in storage on the floodplain for periods ranging from
hours to tens of thousands of years. The floodplain
changes from a sink to a source of sediments when
processes such as lateral stream migration cause the
channel to move across the floodplain and reintro-
duce sediment from the floodplain into the stream.
The rate and manner of floodplain deposition and
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Figure 6 A massive rockfall coming from the right enters a
stream channel in the Nepalese Himalaya, causing the channel to
become braided downstream.

erosion vary with stream type. Meandering channels
tend to erode the outer portion of each meander bend,
for example, creating more predictable directions and
rates of floodplain erosion, whereas braided channels
can shift abruptly back and forth across the valley
bottom in a much less predictable fashion. Because
many nutrients and contaminants travel adsorbed to
silt and clay particles, the storage and remobilization
of floodplain sediments can exert a strong influence
on stream chemistry and ecological communities.

Erosion of the stream bed and banks provides a
third primary source of sediment in stream channels.
This form of erosion can be very temporary; most
floods erode the channel boundaries while discharge
is increasing, but then redeposit sediment during the
falling limb of the flood when discharge is decreasing
once more. Bed and bank erosion can also be more
sustained when a stream is progressively incising
downward in response to an increase in discharge, a
decrease in sediment supply from other sources, or a
drop in the base level (the lowest point to which the
stream flows; the ocean is the ultimate base level).
Most streams are continually adjusting to changes
in water and sediment supply and base level. As
a result, erosion of stream bed and banks is also
continual in most streams, although this erosion
may be balanced by deposition elsewhere along the
stream, as when a migrating meander bend has ero-
sion of the outer bend and simultaneous deposition of
a point bar on the inner bend.

Characteristics of Flow in Streams

Hydrology of streams. One of the simplest ways
to characterize flow in a stream channel is to

quantify discharge through time. Discharge, usually
expressed in cubic meters or cubic feet per second,
is volume of flow per unit time. Discharge is cal-
culated by measuring the velocity, or rate of flow
(meters per second) within a cross-sectional area
(square meters) calculated from mean width and
depth of the flow. Continuous records of discharge
come from stream-gaging stations where calibrated
rating curves are used to convert measurements of
stage, or flow depth, into discharge. These continu-
ous records can then be used to construct a hydro-
graph, which is a plot of discharge versus time.
A flood hydrograph represents a discrete event,
whereas an annual hydrograph represents variations
in discharge over the course of a year (Figure 7).

Hydrographs can be used to differentiate base flow,
which is the relatively constant input of water to the
stream from groundwater sources, from runoff that
results from snowmelt and rainfall entering the stream
via throughflow and overland flow. The shape of the
hydrograph can be characterized by the relative steep-
ness of the rising and falling limbs of higher flow, as
well as the magnitude, duration, and frequency of
occurrence of higher flow.

Hydrograph shape is influenced by the precipita-
tion mechanism, the paths of downslope movement
of water, and location within the drainage network.
Higher intensity precipitation and greater overland
flow produce more peaked hydrographs. Convective
rainfall that results in Hortonian overland flow will
produce a flash flood, for example, whereas snow-
melt or prolonged gentle rain created by a low-
pressure trough that results in throughflow will
produce a lower magnitude, and a more sustained
flood peak. Other factors being equal, smaller basins
tend to have more peaked hydrographs because the
close connections between hillslopes and streams, the
narrow valley bottoms with limited floodplains, and
the relatively short stream networks all facilitate
rapid movement of water through the channel net-
work. Larger basins that have broad, longitudinally
continuous floodplains and longer travel times from
headwaters to downstream measurement points pro-
duce floods that are less peaked and more sustained.
Longer travel times occur both because water must
travel through a longer network of stream channels,
and because more of the water travels slowly across
floodplains rather than being concentrated within
stream channels. The attenuation of flood discharges
across floodplains is critical for depositing sediment
and nutrients on floodplains, reducing flood hazards
by limiting the magnitude of flood peaks, limiting
channel erosion during floods by expending some of
the flow energy, and nourishing floodplain wetlands
and other ecosystems.
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Figure 7 An idealized flood hydrograph (left), showing base flow, storm runoff (gray shading), and rising and falling limbs. Sample
annual hydrographs (right) for a snowmelt-runoff stream (top) and a rainfall-runoff stream (bottom).

Flow duration curves, which plot magnitude of
discharge versus the percent of time that discharge
occurs, provide another means of characterizing the
distribution of water in a stream through time. These
curves graphically represent the variability of stream-
flow by the shape of the curve. Curves with low slope
and high minimum values indicate a more ephemeral
character and a quicker response to precipitation
events. Flow duration curves are most frequently
used for determining potential water supply for
power generation, irrigation, or municipal use.

Flood-frequency curves indicate the average length
of time, or recurrence interval, between floods of a
similar magnitude. These curves are commonly used
for predicting or mitigating flood hazards and for
restoring streams in which the distribution of flow
has been altered by dams, diversions, or other forms
of flow regulation. Estimation of the recurrence inter-
val of very large, infrequent floods, such as those that
occur on average every hundred years, is particularly
difficult because flood-frequency estimation is based
on extrapolation from gage records that are commonly
less than a century in duration. Supplementing gage
records using information from historical, botani-
cal, or geological sources can substantially improve
the accuracy of estimated recurrence intervals for very
large floods, or for streams with no gaging records.

Hydraulics of streams. Water flowing within a
stream channel is converting potential energy to
kinetic energy and heat. The amount of potential
energy available for this conversion depends on the
vertical drop as the water moves downstream, and on
the mass of water moving downstream. Kinetic
energy can be expended in overcoming external and
internal resistance, and in transporting sediment.
External resistance comes from roughness along the
bed and banks of the stream. Individual grains that
protrude into the flow create external roughness, as
do bedforms such as ripples and dunes, coarse woody
debris in the stream, irregularities in the channel
banks, and downstream variations in channel shape
such as meander bends or alternating pools and rif-
fles. Internal resistance occurs when individual fluid
elements do not follow all parallel flow paths and
move at the same velocity (laminar flow), but instead
move at different rates with components of vertical
and lateral movement as well as downstream move-
ment (turbulent flow). Flow in all natural stream chan-
nels is turbulent to some extent because the water
moving along the stream bed and banks encounters
more external resistance and moves more slowly than
water toward the top center of the stream (Figure 8).

Sediment transport in streams. Sediment can be
transported in solution within streams. This dissolved
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Laminar flow Turbulent flow

Plan view of flow lines
in a stream channel

Downstream view of velocity
distribution in a stream channel

Figure 8 Simplified illustration of hydraulics in a natural channel. The plan view drawings illustrate laminar flow, in which all streamlines
are parallel and water moves at equal rates, and turbulent flow, in which streamlines move at different rates, and flow has components of
movement laterally across the channel and vertically within the channel, as well as downstream. The downstream view illustrates a
natural channel with a slightly irregular cross-sectional form and sources of external resistance along the channel boundaries, including
wood (right), cobbles and boulders (center), and submerged vegetation (left). The resulting isovels, or contours representing equal
velocity distribution, are shown as dashed lines. The slowest velocities are along the sides and bottom of the channel.

A

Figure 9 A flood from the Paria River (mouth at upper left) joins
the Colorado River at Lees Ferry, Arizona. The Colorado River, at
right, flows relatively clear, whereas the Paria carries high
concentrations of suspended sediment.

or solute load constitutes a greater proportion of sedi-
ment transport during periods of base flow, when
water that has moved slowly through the subsurface
and had longer periods of time to react with the sur-
rounding matrix, constitutes a greater proportion of
stream discharge. Dissolved load is also relatively
large for streams draining rocks such as limestone,
which is susceptible to chemical weathering, and for
streams in tropical regions that tend to have higher
rates of chemical weathering for all types of rocks.
Sediment that is not dissolved in stream water can
move in suspension within the water column or in
contact with the stream bed. Washload is the finest
portion of the suspended material, predominantly
silts and clays that do not form a substantial portion
of the sediment on the streambed. Washload requires
so little energy to be transported that it tends to

remain in suspension for hours or days even in areas
of still water. Suspended load refers to the slightly
coarser sands and pebbles that alternate between per-
iods of moving in suspension and periods of moving
along the bed and can settle from suspension rela-
tively rapidly when velocity decreases. Bedload moves
in nearly continuous contact with the streambed as
larger particles roll, slide, and bounce downstream.
Because the larger particles that constitute suspended
and bedload require greater amounts of energy to
move, much of this transport occurs during floods
(Figure 9).

Glossary

Bedforms — Regularly repetitive longitudinal alterna-
tions in streambed elevation, such as pools and
riffles, steps and pools, or dunes.

Bedload — Sediment moving in nearly continuous
contact with the streambed.

Dissolved load — Sediment transported in solution by
stream flow.

Drainage density — A measure of the total length of
stream channels per unit area of the drainage basin.
Drainage divide — A topographic high point or line
that delineates the boundaries of a drainage network.

Drainage network — An integrated group of stream
channels that drain toward a common point.

External resistance — Hydraulic resistance created by
the channel boundaries.

Flood—frequency curve — A plot of flood magnitude
versus recurrence interval.
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Flow duration curve — A plot of discharge magnitude
versus the percent of time that discharge occurs.

Glacier melt — Runoff created when glacial ice melts.

Groundwater flow — subsurface flow that occurs
below the water table, or zone of saturation.

Hydraulics — The mechanical properties of liquids;
for rivers, these properties are described by vari-
ables such as velocity.

Hydrograph — A plot of discharge versus time.

Internal resistance — Hydraulic resistance created by
differences in the rate and direction of movement of
individual fluid elements within a channel.

Laminar flow — Individual fluid elements follow par-
allel flow paths and move at the same velocity.

Overland flow (Hortonian, saturation) — Water
moving across the ground surface; Hortonian over-
land flow has no infiltration, whereas saturation
overland flow results from water that briefly infil-
trates to shallow depths and then returns to the
surface as the subsurface becomes saturated.

Piping — The processes whereby preferential flow in
the unsaturated zone creates longitudinal cavities in
the subsurface.

Rainfall — Liquid precipitation that results from dif-
ferent types of atmospheric circulation patterns.

Rain-on-snow — Rain falling directly on a snowpack,
which increases the rate of snowmelt.

Reservoir failure — Collapse of a dam built by natural
processes such as landslides, or by humans; the
collapse results in rapid drainage of the water

ponded behind the dam.
Rill — Channels that have no tributaries.

Sapping — The processes whereby preferential flow in
the saturated zone creates longitudinal cavities in
the subsurface.

Sediment transport — The movement of sediment in
channels, includes dissolved, wash, suspended, and

bedload.

Snowmelt — Runoff created when snowfall or snow-
pack melts.

Suspended load — Particulate material moving in sus-
pension in stream flow and of a size that can settle
relatively rapidly when velocity decreases.

Throughflow — Subsurface flow that occurs above the
water table, or in the unsaturated zone.

Turbulent flow — Individual fluid elements move at
different rates and exhibit lateral and vertical
components of movement as well as moving down-
stream.

Washload — The smallest sizes of particulate material
moving in suspension in stream flow; usually clay-
and silt-sized particles that do not form a substan-
tial portion of the sediment on the streambed.

See also: Climate and Rivers; Coarse Woody Debris in
Lakes and Streams; Currents in Rivers; Ecology and Role
of Headwater Streams; Flood Plains; Geomorphology of
Streams and Rivers; Restoration Ecology of Rivers;
Riparian Zones; Streams and Rivers as Ecosystems;
Wetlands of Large Rivers: Flood plains.
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What is a River?

There is no strict definition to distinguish rivers from
streams and therefore the designation ‘river’ encom-
passes flowing waters of widely varying size. Flowing
waters may be ranked in size by various metrics that
include discharge (glossary), catchment area, and
length of channel. For example, the discharge of the
Amazon River is six orders of magnitude greater than
that of a small river. This range of variation is compa-
rable with the range in volume observed among lakes
worldwide. Rivers are sometimes defined as ‘non-
wadeable’ flowing waters since this delineation has
practical implications for the way sampling activities
are carried out. Along the continuum from headwater
streams to large rivers, there are gradients in channel
slope, width, and depth. Idealized gradients in geomor-
phology provide a basis for understanding differences
in the structure and functioning of streams vs. rivers.
For example, the greater width of river channels
reduces the importance of riparian inputs while greater
depth lessens the influence of benthic processes. Rivers
in their natural settings exhibit complex geomorpholo-
gies that give rise to a rich variation in channel form and
function and provide diverse habitats for aquatic biota.

Hydrology and Geomorphology
Water Sources and Discharge

Water sources to rivers are principally surficial inputs
via tributary streams (Table 1). Owing to their small
surface area, direct atmospheric inputs are usually
minor though groundwater is important in some set-
tings. For comparisons among river basins, discharge
is converted to an areal water yield by dividing the
volume of discharge by the area of the drainage basin.
Water yields vary widely depending on the amount of
precipitation relative to evapotranspiration (glos-
sary). South American rivers such as the Amazon
and Orinoco are notable for their high water yields,
exceeding 1000 mm year ' (Table 2). Arid and semi-
arid regions are characterized by low precipitation
relative to evapotranspiration and water yields less
than 100 mm year'. Arid regions occupy about one-
third of the world’s land area, including portions of
several major river basins such as the Murray-Darling
(Australia), Colorado (North America), Nile (Africa),
and Ganges (Asia) Rivers.

Variation in river discharge arises from short-term,
seasonal, and long-term variability in precipitation
and evapotranspiration within the drainage basin.
Over short time scales (days—weeks), discharge is
affected by rain events associated with frontal pas-
sage. Though infrequent in occurrence, event-related
discharge may account for a large proportion of the
annual total. The frequency and magnitude of storm
events is therefore an important factor influencing
interannual variation in discharge. Event-driven and
seasonal variations are superimposed upon long-term
(decadal-scale) climatic cycles (e.g., El Nifio Southern
Oscillation), which may bring about extended peri-
ods of above- or below-average discharge. The com-
bined effects of climatic variations occurring over
multiple time scales results in a wide range of dis-
charge conditions, which may exceed three orders of
magnitude for a given site. Variation in discharge is
typically larger that the variation in the concentration
of dissolved and particulate substances such that the
export of materials from the basin (flux rate) is prin-
cipally determined by discharge.

Seasonal variation in rainfall and evapotranspira-
tion give rise to predictable annual patterns in river
discharge that are characteristic of climatic regions
(Figure 1). In temperate-humid climates, rainfall may
be distributed relatively uniformly throughout the
year but seasonal changes in evapotranspiration give
rise to variation in discharge. Warmer months are
associated with high evapotranspiration, resulting in
less runoff from the catchment and lower river dis-
charge relative to colder months. Snowmelt may also
contribute to a spring discharge pulse in climates that
allow for winter accumulation of snow (including
tropical rivers with mountainous catchments). The
north-flowing rivers of Canada and Russia are repre-
sentative of this hydrologic regime in exhibiting
high year-round discharge but with a pronounced
winter-spring peak. In tropical-humid climates,
evapotranspiration is less variable throughout the
year but rainfall is often strongly seasonal, particu-
larly in regions affected by monsoons. Wet seasons
are associated with elevated river stage and discharge
and may be accompanied by extended periods of
floodplain inundation. Most South American and
African rivers are representative of the tropical uni-
modal hydrologic regime, which is characterized by
an extended period of elevated discharge and flood-
plain inundation during the rainy season. Arid and

32
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Table 1 Distinguishing characteristics of rivers, estuaries, and lakes

Rivers Estuaries Lakes
Water movement Unidirectional, horizontal Bidirectional, horizontal Vertical
Water forces Gravitational Tidal Wind-induced
Water-level fluctuations  Large (seasonal) Variable (daily, storm events) Small (seasonal)
Water residence time Days-weeks Weeks-months Months-years
Water sources Runoff Runoff, marine, precipitation Runoff, groundwater, precipitation
Stratification Rare Common (salinity) Common (thermal)
Transparency Low (nonalgal particulates)  Variable (particulates, dissolved color)  High (algae, dissolved color)

Table 2 Water and sediment delivery from large river basins of the world

River Drainage area Discharge Water yield Sediment load Sediment yield
(10° km?) (km?® year™) (mm year™") (10° tyear™") (t km ~2 year™")

Amazon 6.15 6300 1024 1200 195

Colorado 0.64 20 31 0.01 0.02

Columbia 0.67 251 375 10 15

Congo (Zaire) 3.72 1250 336 43 12

Danube 0.81 206 254 67 83

Ganges—Brahmaputra 1.48 971 656 1060 716

Huang He (Yellow) 0.75 49 65 1050 1400

Indus 0.97 238 245 59 61

Mackenzie 1.81 306 169 42 23

Mekong 0.79 470 595 160 202

Mississippi 3.27 580 177 210 64

Niger 1.21 192 159 40 33

Nile 3.03 30 10 0 0

Orinoco 0.99 1100 1111 150 152

St. Lawrence 1.03 447 434 4 4

Source: Milliman JD and Meade RH (1983) Worldwide delivery of river sediment to the oceans. Journal of Geology 91: 1-21.

semiarid regions occur in both temperate and tropical
climates and occupy about one third of the world’s
land area. They are characterized by low precipitation
relative to evapotranspiration and include portions of
several major river basins, including the Murray-
Darling (Australia), Missouri (North America), Nile
(Africa), and Ganges (Asia) Rivers. River basins in
arid regions exhibit sustained periods of low discharge
interspersed with short periods of elevated discharge.
For example, the Murray-Darling River is fed by infre-
quent summer monsoons which, coupled with high
rates of evapotranspiration, result in an annual dis-
charge equivalent to only 3% of annual rainfall.
Large river basins may span climatic and topo-
graphic regions and exhibit complex hydrologic
regimes. For example, the Rhone is a snowmelt-
dominated river in its upper, mountainous sections
but is influenced by a Mediterranean climate in its
lower course. The river exhibits a complicated flow
regime with low discharge periods shifting from win-
ter in the upper course to autumn in the lower course
and floods occurring in all seasons. Despite the

problems inherent in categorizing this continuum of
variation, hydrologic regimes are useful for facilitat-
ing comparisons among river basins (e.g., in response
to land-use and climate change effects).

Flooding

Rivers experience large and rapid fluctuations in sur-
face water elevation (i.e., ‘stage’) in response to run-
off. The rate and magnitude of rise in river stage is
dependent in part on the morphometry of the channel
(Figure 2). Low banks enable the river to escape the
active channel and inundate lateral areas (floodplain).
During flooding, the widening of the river lessens the
stage response to runoff and reduces water velocity
because the force of the water is distributed over a
wider area. Flood-prone rivers are common in both
temperate and tropical climates and exhibit consider-
able variation in the extent, timing, and frequency of
flooding events. In some settings (e.g., Amazon River)
the annual flood pulse is a defining feature of the
riverscape, important not only to the life cycles of
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Figure 1 The hydrologic regimes of tropical and temperate rivers reflect differences in seasonal patterns of precipitation

and evapotranspiration. The Avon River (Western Australia) experiences high evapotransipration throughout the year and variation
in discharge is largely driven by seasonal patterns in rainfall. The Kentucky River (North America) receives similar rainfall
throughout the year but variation in evapotranspiration results in similar seasonal patterns in river discharge (offset in northern vs.

southern hemispheres).

riverine biota but also in shaping floodplain commu-
nities. Floodplains are rare in naturally constricted
rivers; or may be disconnected if lateral water regula-
tion structures (i.e., levees) are present. In constricted
and levied channels, the effects of runoff on river
velocity and stage are accentuated because the ratio
of water volume to bottom area increases with rising
stage. Thus, the influence of frictional resistance in
dissipating energy is lessened with rising stage.
Hydrodynamics of river channels are often depicted
using simulation models that describe water move-
ments in one, two, or three dimensions (longitudinal,
lateral, vertical). These models typically rely on input
data describing channel geomorphometry (cross-
sectional depictions of river bed and bank elevation)
and calibrated using measured surface water eleva-
tion and discharge. The models predict surface water
elevation under various discharge scenarios and are
used to forecast the timing, severity and location of
flood events.

Water Movement

Energy is required to move water and in the case of
rivers, this energy is derived from gravitational forces

acting along an elevation gradient. Rivers are similar
to estuaries in that both are flow-dominated (advec-
tive) systems; in estuaries, however, the movement of
water is bidirectional and driven by tidal forces
(Table 1). Water movement in lakes is driven by
comparatively weak forces associated with wind-
induced vertical mixing. The slope of the channel
and the frictional resistance imposed by its bound-
aries determine the velocity with which water is car-
ried down the elevation gradient. The roughness of
the channel reflects the composition of bed and bank
materials and the presence of natural and artificial
structures (e.g., woody debris, wing dams). Turbu-
lence arises as force is dissipated by frictional resis-
tance. This mixing energy maintains particulate
matter in suspension and is sufficient to overcome
differential heating of surface and bottom layers.
Consequently, thermal stratification is rarely observed
in rivers except in cases where impoundments are
present.

The length of time that water resides within a given
segment of the river determines in part the potential
for physical, chemical, and biological processes to act
upon the dissolved and particulate constituents in
through-flowing water. Because of the unidirectional
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Figure 2 Cross-sectional morphologies of floodplain and constricted rivers. In floodplain rivers, rising river stage results in lateral
inundation unless precluded by the presence of levees. Widening of the river during flood events increases frictional forces and reduces
water velocity. In constricted rivers, lateral inundation is constrained by steep adjoining slopes resulting in rapidly increasing water
velocity with rising river stage. (lllustration by Christopher O’Brion, VCU Design Services).

flow of water, transit time is a useful metric to char-
acterize inter-river differences in the time required for
water and materials to travel through a reach of
specified length. Tracers such as dyes (rhodamine)
or conservative solutes (chloride, bromide) are used
to measure transit time by tracking the movement of
labeled parcels of water. Tracer additions provide a
reach-scale estimate that integrates longitudinal, lat-
eral, and depth variations in water velocity. Applica-
tion of this technique to larger rivers is problematic
owing to the quantities of tracer required and the
difficulty of achieving a laterally uniform addition.
Transit time estimates may be obtained from hydro-
logic models using measured discharge and cross-sec-
tional area to infer average (cross-sectional) velocity
at multiple points along the channel. The coupling of
transit time and nutrient uptake, termed nutrient

spiraling (glossary), is a concept that has been widely
used as a framework for understanding the interac-
tion between hydrologic and biological processes in
regulating nutrient retention. Transit time estimates
are also used to design sampling programs in which a
parcel of water is sampled repeatedly as it travels
down the channel (termed LaGrangian sampling).

Geomorphology

At any point along a river course, channel morphol-
ogy reflects the interplay between the force of water
and the stability of bed and bank materials. Channel
form is a quasi-equilibrium condition maintained
by the dominant discharge and determined in part
by the supply of sediment from upstream. Where
rivers are not constrained by natural landforms or
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Figure 3 Selective loss of fine materials may over time create
channel reaches that are characterized by a predominance of
large substrates such as the gravel bars illustrated here. Their
presence in the river channel is important to the maintenance of
biodiversity as some species colonize hard substrates or exploit
interstitial spaces as a means of adapting to flowing
environments. Gravel bars and other subsurface exchange zones
are also important to ecosystem function such as nutrient
retention. Photo of the Rio Apurimac in Peru by A. Aufdenkampe
(see related paper by Aufdenkampe et al. (2007) Organic
Geochemistry 38: 337).

water regulation structures, channels migrate later-
ally (meander) through erosion and redeposition of
bank materials. Active channels are characterized by
the ephemeral nature of their features (movement of
bars and banks) and by their morphological complex-
ity, which may include the presence of pools, riffles,
side channels, and meanders (Figure 3). Constrained
channels occur where natural landforms or water
regulation structures limit lateral mobility. High dis-
charge results in the erosion of bed materials leading
to incised (entrenched) channels of low structural
complexity and relatively uniform flow conditions.
Channel forms and substrate conditions influence
the structure and functioning of riverine food
webs. For example, where flow conditions favor the

deposition of fine materials, the accumulation of par-
ticulate organic matter enhances benthic microbial
activity. Various schemes have been devised to cate-
gorize channel forms, though these efforts are often
confounded by the continuous rather than discrete
variation in channel features (e.g., width—depth
ratio; size distribution of bed materials). Emerging
technologies for sensing underwater environments
hold much promise for linking biological and geo-
physical properties particularly in large rivers.

Water Regulation

Human activities have substantially affected the nat-
ural hydrologic cycles of rivers throughout the world.
Land-use changes have indirect effects on river
hydrology by altering the timing and quantity of run-
off from the catchment. For example, urbanization
creates impermeable surfaces that increase the vol-
ume and speed of storm runoff. Direct impacts
include the abstraction (withdrawal) of river water
for domestic supply and irrigation as well as the
alteration of river channels by water regulation struc-
tures. Rivers have been altered through the construc-
tion of dams, levees and other channel modifications
to accommodate local needs for flood protection,
hydropower generation and navigation. Channeliza-
tion (straightening) of river courses facilitates naviga-
tion but reduces channel and flow complexity thereby
diminishing habitat diversity. Channelized rivers are
subject to elevated flow velocities that cause erosion
and necessitate bank stabilization. Levees preclude
lateral exchange and thereby diminish the role of
floodplains in material and energy cycles. In flood-
prone rivers, biota are adapted to annual flood pulses
that provide access to food and spawning areas
within the floodplain. Among the most widespread
of human impacts on rivers is the construction of
dams, which currently number in excess of 45000
worldwide. Together, their cumulative storage capac-
ity is equivalent to 15% of global annual river runoff.
Over half of the world’s major rivers are affected by
dams, most of which were constructed in the twenti-
eth century. Dams induce pelagic conditions by
increasing water storage and dissipating mixing
energy. Pelagic conditions favor sediment deposition
and biotic assemblages that differ from those occur-
ring in flowing environments. The severity of water
regulation effects varies according to the number and
size of regulation structures along the river course.
The cumulative effect of dams within a river basin can
be gauged from their number and storage capacity
expressed relative to river discharge (Table 3). Low
dams (height < 10 m) are designed to maintain a min-
imum depth for navigation during low discharge and
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Table 3 Water regulation effects vary according to the number
and storage capacity of mainstem dams as illustrated by rivers of
the central United States

River Mean Storage Retention
annual capacity of effect of
discharge  mainstem impoundments
(més) impoundments  (days)

(km®)

Kentucky 234 0.26 12.7

Green 314 1.11 41.0

Tennessee 1880 15.00 92.4

Cumberland 936 1.18 14.7

Wabash 800 0.19 2.8

Ohio 7811 8.92 13.2

The combined storage capacity of mainstem dams on the Tennessee
River is equivalent to 26% of the river’s annual discharge or approximately
92 days at average discharge. In contrast, the Wabash is a relatively free-
flowing river with only a single mainstem impoundment that stores a
volume less than 1% of its annual discharge.

thereby regulate stage but do not eliminate flowing
conditions. High dams are designed for flood control
and water storage. They inundate large areas and
effectively create lake-like conditions, in some cases,
resulting in thermal stratification of the water
column.

Water Quality

Rivers integrate drainage waters from distant points
in the landscape that may differ in topography, soils,
vegetation, and land use. These differences give rise to
widely varying water chemistry within river basins
particularly where anthropogenic influences differ
among sub-basins. Along the river course, water
chemistry changes in response to inputs from these
diverse sources and also reflects variable water resi-
dence times in channel, hyporheic, and lateral storage
zones.

Particulate Matter

High concentrations of suspended particulate matter
are a characteristic feature of rivers particularly
during periods of elevated discharge. The upward
component of water turbulence acts to maintain par-
ticulate matter in suspension, resulting in down-
stream transport. Particulate matter may originate
within the channel through erosion of bed and bank
materials, resuspension of sedimented materials, and
biological production. Most particulate matter, how-
ever, is derived from sources outside the river channel
that are transported via tributary streams. The rivers
of Asia are particularly noted for their high sediment

load. It is estimated that the Ganges, Brahmaputra,
and Yellow Rivers contribute 20% of the total sedi-
ment load transported to the oceans (Table 2). High
sediment production is attributed to natural factors
affecting surface erosion (soil composition, steep
slopes, and intensive rainfall) as well as anthropo-
genic effects associated with deforestation and urban-
ization. Riverine suspended matter is predominantly
a fine-grained (<0.2 mm) mixture of mineral and
organic particulates (e.g., clay and silt). Though recal-
citrant, mineral particulates may undergo changes in
their chemical composition through the selective
sorption and desorption of dissolved substances. For
example, proteins and other dissolved organic com-
pounds adhere to the surfaces of mineral particulates,
thereby altering both the bioavailability of these com-
pounds and the chemical properties of particulate
matter. Phosphate has a high sorption potential
and is principally transported with the particulate
fraction. The sorption capacity of particulate matter
is determined by the number of available binding
sites on the surfaces of the particles and their cumula-
tive surface area (a function of particle density, shape,
and size).

Particulate matter is the principal factor regulating
water transparency in rivers, although light absorp-
tion by dissolved organic compounds may be impor-
tant during periods of low discharge. When present in
high concentrations, mineral particulates may have
deleterious effects on filter-feeding organisms by
interfering with feeding mechanisms or simply dilut-
ing the intake of the more nutritious organic fraction.
This fraction includes phytoplankton and bacteria
although these typically account for a small propor-
tion of particulate organic matter. The bulk of the
particulate organic matter is nonliving detrital mate-
rial of terrestrial and aquatic origin. This material is
of variable age and in varying stages of diagenesis,
having been acted upon by both terrestrial and
aquatic decomposers.

Dissolved Substances

River water contains dissolved inorganic and organic
materials derived from mineral weathering and
decomposition processes. Their concentration is
largely determined by the types of soils and vegeta-
tion within the basin and the extent of interaction
between runoff and soil. Low concentrations of dis-
solved substances occur where river basins are char-
acterized by steep slopes and thin soils, particularly
where soils are comprised of insoluble materials (e.g.,
sand, igneous rock). In these basins, river water is
dilute (ion-poor) and similar in chemical composition
to that of rain water. Gradual slopes and deeper soils
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allow for longer flowpaths and greater interaction
between water and soil. In these settings, there is
greater opportunity for biogeochemical processes to
influence the chemistry of runoff especially where
soils are dominated by easily-weathered materials
(e.g., sedimentary rocks such as limestone). Temporal
variation in dissolved ion concentrations is typically
associated with rain and snowmelt events. High dis-
charge is often characterized by lower concentrations
of dissolved substances owing to rapid delivery of
water via overland flow, shallow soil flowpaths, and
short transit times in tributary streams. At the onset
of rising discharge, rain or snow-melt waters may
displace older groundwater, resulting in an initial
increase in ion concentrations. Thus, the relationship
between discharge and concentration is often nonlin-
ear and ion-specific.

Geologic differences among river basins will influ-
ence both the total amount of ions present and their
relative proportions. Despite these differences, major
ions are generally similar and include bicarbonate, sul-
fate, chloride, and the base cations (Ca, Mg, Na, K).
Climatic factors also influence ionic strength and
composition particularly in arid regions where evapo-
concentration effects are large. A tea-colored appear-
ance is an apparent feature of some (‘blackwater’)
rivers owing to elevated concentrations of dissolved
organic compounds. Their presence is associated with
characteristic types of vegetation that leach humic and
tannic acids and in some cases (e.g., in coastal areas) by
the predominance of sandy soils, which have limited
capacity to retain these compounds.

Nutrients

Rivers are not simply conduits for transporting
watershed-derived materials but rather, riverine pro-
cesses may exert considerable influence on water
chemistry, particularly for those elements whose
abundance is low relative to biological demand.
Nitrogen is transported in rivers in dissolved inor-
ganic form (NO3, NH,) and in dissolved and particu-
late organic forms. The latter include living cells and
detrital matter as well as a diverse array of dissolved
organic compounds that are released through exuda-
tion, excretion, and decomposition. Nitrate is a
highly mobile ion owing to its low sorption potential.
Therefore, it is readily transported through soils and
is typically the dominant form of N in rivers, where
agriculture and urbanization are prevalent. Elevated
NH, concentrations may occur below wastewater
discharge points. Dissolved organic N assumes
greater importance in rivers with minimal human
influence. Unlike N, phosphorus is principally trans-
ported in the particulate fraction. Concentrations of

dissolved P (including PO4 and other reactive forms)
are low owing to biotic uptake and high sorption
affinity for mineral particulates (e.g., clay). Sorption
processes are reversible such that particle-bound
P may desorb and enter the bioavailable pool.
Anthropogenic impacts are associated with increases
in the total amount of P and the proportion that is in
the dissolved fraction. Within rivers, inorganic forms
of nitrogen, phosphorus, and silica may be trans-
formed to particulate organic forms (e.g., in algal
and bacterial cells). Dissolved silica is converted
to its biogenic form by diatoms, a common compo-
nent of benthic and pelagic algal communities in
rivers (See Algae of River Ecosystems). Biogenic silica
is relatively recalcitrant to remineralization (com-
pared with N and P) such that autotrophic uptake
results in progressive depletion of dissolved silica
along the river course. Denitrification results in the
loss of nitrogen to the atmosphere (as N») and is an
important process determining N delivery from
catchments.

Dissolved Gases

Dissolved gases, particularly oxygen and carbon
dioxide, are of interest because their concentrations
in river water are influenced by biological processes
of photosynthesis and respiration. The solubility of
dissolved gases is temperature dependent and there-
fore it is useful to express concentrations as a percent
saturation; that is, relative to the expected concentra-
tion for a solution in atmospheric equilibrium. Depar-
tures from equilibrium concentrations occur when
the rate at which gases are exchanged with the atmo-
sphere is slow relative to rates at which gases are
produced or consumed through biological activity.
Atmospheric exchange is governed by the concentra-
tion gradient across the air—water interface, boundary
layer thickness (a function of wind speed), the ratio of
river surface area to volume, and factors related to
agitation and turbulence of water (e.g., presence
of waterfalls). Gas exchange occurs more rapidly
in shallow and turbulent rivers relative to deeper,
slow-moving rivers. In many rivers, dissolved oxygen
is undersaturated while CO, is supersaturated
(Figure 4). These departures from equilibrium reflect
the heterotrophic nature of rivers in which commu-
nity respiration exceeds autotrophic production. Res-
piration is supported in part by inputs of dissolved
and particulate organic matter of terrestrial origin.
Decomposition of terrestrial organic matter within
the river results in a net production of CO; (i.e.,
in excess of photosynthetic C demand) and a net
release of CO, from water to air. Diel variations in
dissolved oxygen can be used to estimate production
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Figure 4 Partial pressure of dissolved carbon dioxide and
oxygen in the Hudson River (NY, USA; atmospheric levels of CO,
indicated by open circles). Persistent supersaturation of pCO,
and undersaturation of pO, are indicative of net heterotrophic
conditions whereby respiration exceeds net primary production
(adapted from Cole and Caraco 2001, Marine and Freshwater
Research).

and respiration provided that re-aeration rates
can be reasonably estimated. Although undersatura-
tion of dissolved O, is common, severe depletion
(i.e., hypoxia — glossary) is rare in riverine environ-
ments because turbulent mixing promotes reaeration.
Organic matter inputs from poorly-treated sewage
effluent were once a wide-spread problem that
resulted in chronic and severe oxygen depletion in
rivers. Modern wastewater treatment plants are
designed to minimize the biological and chemical
oxygen demand of effluent.

Pollutants

Rivers integrate runoff over large areas of the land-
scape and therefore their pollutant loads reflect the
cumulative effect of basin-wide releases. Macropollu-
tants include a relatively short list of agents present
in concentrations on the order of parts per million
(mg 1™") while micropollutants includes a much larger
inventory of chemicals that occur at very low envi-
ronmental concentrations (ppb or ppt; pug 17! or
ng 1™1). The most common macropollutants are com-
pounds of N and P, which originate in runoff from
agricultural areas and from contamination by waste-
water (including treated effluent and urban storm
water overflow). Nitrogen and phosphorus often
limit primary production in lakes and estuaries
though their role in regulating the trophic state of
rivers is less clear. Many rivers experience nutrient
enrichment but biotic responses to elevated nutrient

levels (i.e., eutrophication) may be muted by factors
that constrain primary production (principally light
and residence time). Other macropollutants include
sulfate, chloride, and base cations; these are asso-
ciated with atmospheric deposition, mining, waste-
water, and de-icing. Their effects on river biota are
less well studied compared with pollutants associated
with eutrophication. Micropollutants are a diverse
group of chemicals that have deleterious effects at
low concentrations. They vary in their reactivity,
mode of toxicity, and persistence in the environment
and include inorganic pollutants such as metals as
well as synthetic organic compounds (e.g., pharma-
ceuticals, detergents, pesticides). In rivers, the high
throughput of water favors the rapid removal of pol-
lutants in the dissolved form. Many pollutants, how-
ever, bind to particulates or enter the food chain,
where they may persist over long periods of time in
sediments and long-lived species such as fish. Regu-
latory policies aimed at mitigating pollution must
take into account proximal effects on river biota as
well as distant effects on receiving waters such as
estuaries. In some cases (e.g., nutrients), the latter
may exhibit greater sensitivity than rivers owing to
their longer water residence time.

Biology of Rivers

Rivers owing to their diverse size, channel forms, and
biogeographic settings differ greatly in their species
assemblages. Constituent species include river specia-
lists that rarely occur outside of flowing waters and
habitat generalists that occur in both lentic and lotic
waters. In coastal areas, marine species are seasonally
important members of river food webs. Salmon and
other anadromous fishes (glossary) serve as vectors
for distributing marine-derived resources through
drainage networks. Species inhabiting rivers face
challenges imposed by the unidirectional flowing
nature of their environment. Strategies include cur-
rent avoidance in sheltered areas (along channel mar-
gins, behind debris dams or in interstitial spaces), and
specialized adaptations such as attachment to hard
substrates. Riverine species also share the benefits
provided by water flow which supplies particulate
matter to filter-feeding organisms, replenishes nutri-
ents and oxygen at the cell boundary layer, and, dur-
ing floods, allows periodic access to floodplain
habitats.

Primary Producers

Attached algae (i.e., periphyton), phytoplankton, and
macrophytes contribute to autotrophic production in
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rivers; their relative importance varies in accordance
with river hydrogeomorphology. In shallow, fast-
flowing rivers, benthic algae predominate particu-
larly where rocks and woody debris provide stable
substrates for colonization. Benthic algal abundance
is determined by the availability of suitable substrates,
light conditions (the extent of riparian shading), and
flow regime (the frequency and severity of scour
events). Nutrients and grazers may be important in
some settings particularly where nutrient loading is
associated with riparian disturbance and loss of can-
opy shading. In deep, slow-moving rivers, phyto-
plankton are often the dominant primary producers.
Their abundance is principally determined by light
availability. The average light intensity experienced
by phytoplankton circulating within the river channel
is determined by water transparency and the depth of
the channel. Nutrients and grazing may be important
particularly in regulated rivers and during low dis-
charge conditions. Low flow velocities favor the
accumulation of phytoplankton biomass owing to
reduced washout (advective loss) and increased water
transparency (due to sedimentation of nonalgal parti-
culates). Phytoplankton communities are composed
of taxa similar to those found in lentic environments
but may also include detached benthic algae. Domi-
nance by diatoms is often reported and may reflect
their ability to tolerate the low light conditions in
rivers (having a high light utilization efficiency) and
the benefits of active mixing (to offset high sinking
velocities). Channel morphometry is an important
factor determining the species composition and areal
coverage of submergent and emergent aquatic vege-
tation (Figure 5). Constricted and channelized rivers

Figure 5 Aquatic macrophytes are common in rivers though
usually they are restricted to channel margins and backwater
areas, where flow conditions are reduced. Photo of Beaver River
in the Adirondack Mountains of New York State (USA) by

P. Bukaveckas.

have steep shoreline areas, which provide little suit-
able habitat, whereas floodplain and low-gradient
rivers allow for greater colonization in shallow-
water areas. Substrate stability is likely a key factor
determining the extent and persistence of macrophyte
beds since perenniating structures (e.g., tubers, rhi-
zomes) are vulnerable to displacement during periods
of elevated discharge.

Invertebrates

The diversity and productivity of invertebrates has
received considerable attention in studies of riverine
foods webs. For example, nearly one-third of Hynes’
classic Ecology of Running Waters is devoted to ben-
thic macroinvertebrates. Invertebrates are important
to trophic energetics because they link primary
sources of energy (autochthonous production and
allochthonous inputs) to higher trophic levels such
as fish. Pelagic invertebrates (zooplankton) are com-
monly found in regulated and deep rivers and at times
in large numbers. Their abundance is determined
by in situ production within the main channel and
contributions from areas of reduced water velocity
(Figure 6). Inputs from upstream reservoirs may also
be important in some systems. River zooplankton
assemblages are dominated by rotifers and small-
bodied forms of cladocerans (e.g., Bosmina) and
copepods, whereas larger zooplankters (Daphnia)
are generally associated with lentic environments.
Benthic invertebrates are important components of
river food webs and are widely used in habitat assess-
ments owing to their sensitivity to water quality con-
ditions. These include crustaceans such as amphipods
and crayfish, mollusks (snails and bivalves), and a
great variety of insects (dragonflies, damselflies,
stoneflies, mayflies, midges, blackflies, caddisflies).
The aquatic insects in particular draw attention to
the productive nature of riverine environments
through periodic emergence of adults in large num-
bers. Invertebrates may be grouped according to
their feeding habits as predators, filtering and
gathering collectors, deposit feeders, scrapers, and
shredders. The River Continuum Concept predicts
shifts in food resources and feeding habits along a
gradient of stream order. In low- and middle-order
streams, shredders and grazers rely on leaf litter
inputs and benthic algal production whereas in riv-
ers, collectors and filter-feeders utilize suspended
particulate matter. Productivity is determined by
water temperature, food quantity and quality and
the presence of suitable habitat (e.g., hard substrates
and snags). A variety of invertebrates, particularly
oligochaetes, amphipods, chironomids and micro-
crustaceans, occur in large numbers in the
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Figure 6 Sources of plankton to rivers include in situ production as well as inputs from tributaries, impoundments and near-shore
areas of reduced water velocity (lllustration by John Havel and Christopher O’Brion).

subsurface zone (hyporheos; glossary) where they
find refuge from predation and currents.

Fishes

Fish are typically the top predators in river food webs
and, like macroinvertebrates, are often used as ‘bio-
indicators’ for habitat assessment. Many studies have
focused on species that are important to commercial
or recreational fisheries. However, quantitative esti-
mates of abundance are difficult to obtain particu-
larly in large and deep rivers. The lack of production
and biomass estimates with which to compare against
similar data for lower trophic levels greatly limits our
understanding of food-web energetics. For example,
the utility of using phosphorus or chlorophyll as a
predictor of fish biomass, which is well-known for
lakes, remains largely untested in rivers. In contrast,
factors influencing the diversity and species composi-
tion of river fish communities are generally well stud-
ied. In both temperate and tropical rivers, the
numbers of species increase with the size of the drain-
age basin. The dendritic form of river networks may
foster high diversity (relative to contiguous water
bodies of comparable area) by providing diverse hab-
itat conditions and through isolation of populations
in distant portions of the drainage basin. In many
regions, rivers are ancient features of the landscape,
thus providing opportunities for speciation among
reproductively isolated populations. Anthropogenic

influences generally act to make fish assemblages
more similar within and among basins and lead to
loss of biodiversity. In many rivers, the presence of
water regulation structures has had a negative impact
on species that prefer flowing conditions and in some
cases, has restricted their ability to access former
spawning areas. The introduction of nonnative fish
species has also substantially altered fish communities
in many rivers. As for other river biota, discharge is
the key environmental factor structuring commu-
nities. In floodplain rivers, fish seek refuge from cur-
rent velocities and utilize food resources in inundated
areas. In levied and naturally constricted rivers, high
discharge may cause high mortality, particularly of
larval stages, due to elevated current velocities in the
channel.

River Food Webs

Research on river food webs has focused on trophic
energetics with the goal of understanding the sources
of organic matter supporting secondary production.
Several conceptual models have been advanced that
relate the abundance of invertebrates and fishes to
sources of organic matter from the catchment, the
floodplain and the river itself. The most influential
of these is the River Continuum Concept (RCC) pub-
lished by Robin Vannote and his colleagues in 1980
and cited in over 1800 subsequent publications. The
utility of the RCC model lies in its holistic view of
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drainage networks whereby changes in the physical
template of the channel (morphometry and substrate
composition) with increasing stream order is linked
to corresponding changes in food resources and biotic
communities. The model emphasizes the importance
of terrestrial (allochthonous) inputs in supporting
secondary production. Consumers in river environ-
ments are thought to benefit from allochthonous
inputs to a greater extent than their lentic counter-
parts due to loading factors that reflect the large
ratio of land to surface water area in river basins.
Autochthonous inputs were thought to be of minor
importance particularly in headwater reaches (where
shading by the forest canopy limits primary pro-
duction) and in large rivers (where turbidity and
depth limit algal and aquatic plant growth). This
viewpoint is supported by geochemical analyses of
riverine particulate matter which show that it is pre-
dominantly of terrestrial origin. However, the utiliza-
tion of allochthonous and autochthonous organic
matter is determined not only by their relative avail-
ability but also by their suitability relative to con-
sumer needs (e.g., edibility, digestibility, nutritional
sufficiency). Allochthonous inputs are comprised of
detrital materials low in nutritive value whereas
organic matter of autochthonous origin is enriched
in mineral nutrients (N, P) and important biochem-
icals (fatty acids, proteins, etc.). An alternative view
of river food-web energetics (Riverine Productivity
Model; RPM) is that higher trophic levels obtain a
disproportionate fraction of energy (or key dietary
factors) from autochthonous sources by selective
feeding and preferential assimilation of the more
nutritious algal component. Stable and radio isotopes
of carbon are used to quantify inputs from various
sources (e.g., aquatic vs. terrestrial) provided that the
sources differ in their isotopic signatures. Stable iso-
tope data have shown that various consumer groups
in rivers rely on algal production despite the quanti-
tative dominance of organic matter that is terrestrial
in origin. While the RCC and RPM focus on transport
and production within the main channel, the Flood-
Pulse Concept (FPC) considers the contribution of
floodplain areas in supporting riverine communities.
The importance of floodplain resources depends on
the duration, aerial extent and timing of floodplain
inundation. In tropical regions, flooded areas may far
exceed the size of the main channel, thereby allowing
riverine consumers to utilize terrestrial resources over
extensive areas (Figure 7). The growth of aquatic
plants and algae in flooded areas may also augment
terrestrial resources if the duration of flooding is
sufficiently long and light-temperature conditions
are favorable. Temperate rivers also experience peri-
odic floods although these are typically of shorter

Figure 7

Inundation of the floodplain near a tributary of the
Amazon River (Rio Unini). In many rivers, flood events follow a
regular annual cycle to which riverine organisms and riparian
communities are adapted. Flooding allows access by river
organisms to terrestrial food resources in inundated areas. Photo
by A. Aufdenkampe.

duration and occur during periods when water tem-
perature is low (e.g., in association with winter rains
or spring snowmelt). The three models differ by their
emphasis on longitudinal transport of terrestrial
organic matter (RCC), autochthonous production
within the channel (RPM) and floodplain resources
(FPC). They share the common view that an appreci-
ation of river hydrogeomorphology is central to
understanding variations in the quantity and quality
of food resources and, in turn, the energetic efficiency
of river foods webs.

Global Biogeochemical Cycling

Rivers account for only a small proportion of land
area worldwide but play an important role in regional
and global biogeochemical cycles. Rivers are the prin-
cipal means by which terrestrial-derived materials are
transported to the ocean. Over 90% of the earth’s
landmass is drained by rivers; the 100 largest rivers
drain 65% of global land area. Rivers are the most
powerful erosive force on the planet, substantially
modifying landscape features and transporting 20
gigatons of sediment to the coastal margin annually.
The input of dissolved and particulate organic carbon
from rivers is sufficient to account for the estimated
replacement times of oceanic dissolved organic car-
bon (ca. 4000-6000 year). Much progress has been
made in recent years to assess material export from
rivers, but few studies have examined within-river
processes and their significance in regional and global
biogeochemical cycles. Work by Jeff Richey and his
colleagues has shown that waters of the Amazon
release 13 times more carbon through out-gassing
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(evasion) of respired CO, than is exported to the
ocean. The respired carbon originates from terrestrial
sources and suggests that the overall carbon budget of
the rainforest is more closely balanced than would be
inferred from terrestrial biomass accumulation and
fluvial export losses alone. The cumulative effects of
human activities within river basins have given rise to
global-scale alterations in water and material fluxes.
Anthropogenic inputs have enhanced the delivery of
nitrogen and phosphorus by rivers to coastal environ-
ments and led to widespread problems with eutrophi-
cation. The combined storage capacity of the world’s
dams has increased water storage and sediment reten-
tion thereby partially offsetting erosion losses asso-
ciated with watershed disturbance.

Glossary

Discharge — The volume of water moving past a given
point in the river per unit time (typically, I s

Evapotranspiration — The movement of water from
the Earth’s land surface to the atmosphere via evap-
oration and plant transpiration.

Nutrient spiraling — The uptake and release of dis-
solved nutrients during downstream transport.

Anadromous — Fishes that live predominantly in ma-
rine waters but are seasonal residents of freshwater
streams and rivers during spawning and larval
development.

Hypoxia — A reduced concentration of dissolved oxy-
gen in a waterbody.

Hyporheos — The zone beneath and lateral to the
river bed where river- and ground-water mix.

See also: Algae of River Ecosystems; Currents in Rivers;
Restoration Ecology of Rivers; Streams and Rivers as
Ecosystems.
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Watersheds and River Networks

Rivers drain areas delimited by ‘watershed divides,’
which usually fit with topographic divides, except in
karstic regions, where underground water fluxes are
more complex. The watershed is an open system with
zones of sediment and water production, transfer, and
storage. It displays different levels of connectivity
between slopes and streams, depending on a set of
changing variables. Streams originate from overland
flow and from saturated zones according to the
watershed geology, topography, and vegetation, as
well as to the precipitation type.

Horton (1945) and Strahler (1952) developed the
‘stream order’ concept. This ranking of rivers, from
upstream individual reaches (low orders) to down-
stream large rivers (high orders), then became a
widely used classification system (refer to ‘see also’
section). It has been demonstrated that river orders are
strongly correlated to the watersheds characteristics in
terms of climate, geology, and land cover. Furthermore,
the density of present river networks (in km of river
length km~?) reflects a long history of changing climate
conditions. Also, the mobility of networks through
geological times may be of prime importance to explain
the pattern of fish fauna: the changing sea level, the
changing climate on continents, as well as river piracy
(when a river is captured to the benefit of another
watershed) may explain changes in the way rivers
connect, and must be taken into account.

River Profile

The longitudinal stream profile reflects a balance
between the transport capacity on one hand, the vol-
ume, and size of the bed material on the other. In
general, for perennial rivers, the upper part of the
profile tends to be concave and the discharge, increas-
ing from upstream to downstream, makes the bed-
load transport possible on more and more gentle
slopes. On the other hand, allogenic rivers, whose
discharge does not increase in the downstream direc-
tion, do not display a marked concavity. Moreover, in
semi-arid areas, the reduction of the discharge down-
stream (by evaporation, infiltration, and transmission
losses) produces convex profiles.

Another basic principle is that the river slope is cor-
related to bedload size. Bedload size decreases down-
stream, by sorting and selecting deposits, by attrition

(i.e., grinding of coarse particles), and by dissolution
in the case of limestone. Thus, the profiles display an
important concavity when the size of transported
material decreases quickly.

Long profiles can sometimes present local convex-
ities (steepening of channel gradient, which appears
like a knickpoint) because of (i) tectonic activity, (ii) a
more resistant bedrock outcropping, (iii) the injection
of a coarser or larger load by a tributary or from the
valley slopes, and (iv) consequences of past events like
a lowering of the base level.

Particulate Material Transport in River
Channels

Hydraulics of River Flow and Bankfull Discharge

The Reynolds number (Re) allows distinguishing
laminar from turbulent flows. It is defined as

Re = ud /v 1]

where u is the velocity, d the depth, and v the kine-
matic viscosity (function of the temperature). The
Reynolds number is dimensionless. For Reynolds
numbers smaller than 500, viscous forces dominate
and the flow is laminar. Laminar flows can be repre-
sented by a series of parallel layers without any mix-
ing between them. For Reynolds numbers larger than
2000, turbulent forces are dominant: the flow is fully
turbulent and there are lateral and vertical exchanges
between the liquid veins. The flow is to some extent
chaotic with fluctuations in instantaneous velocities;
mixing of particles occurs with turbulent energy
exchanges. Eddies and other forms of secondary flows
are superimposed to the principal flow component.
This is of great significance for the variations of instan-
taneous velocities and the mixing of sediments. The
vertical flow components make it indeed possible to
maintain particles in suspension. Most natural river
flows have Reynolds numbers well in excess of 2000.
The Froude number (Fr) is defined as

Fr=u/(gd)"’ [2]

with u, d as before, g being the acceleration of gravity.
This number (also dimensionless) is used to differen-
tiate between subcritical flows (where Fr < 1) and
supercritical flows (Fr>1). For supercritical flows,
gravity waves cannot migrate upstream; surface
waves are unstable and may break. This results in a

44
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considerable energy loss. In nature, most of the river
flows are turbulent and subcritical.

In natural rivers, the banks and bed cause energy
losses by friction; these losses are all proportional to
their roughness. Roughness depends mainly on the
nature of bed material, on the vegetation which can
clutter the channel, on bedforms succession, and on
the presence of sinuosity. Various formulae take into
account roughness; the most usual one is the Man-
ning’s formula:

V= (Rﬁ/"se‘/z)/n [3]

where Ry, is the hydraulic radius (i.e., the ratio of the
wetted cross section on the wetted perimeter), S, the
energy slope, and 7 the Manning’s roughness coeffi-
cient. The later can be determined by tables, where 7
depends on the material constituting the bed bottom
(it can be given from the median diameter of the
grains, using the Strickler formula). For rivers whose
cross sections display poorly differentiated longitudi-
nal variations (i.e., in the absence of significant bed-
forms variations), the longitudinal water slope may
be substituted to energy slope. Moreover, for broad
and shallow channels, it is admitted that the hydrau-
lic radius is very close to the average depth. Typical
roughness values have been proposed for various
river types: roughness generally varies between
0.020 and 0.100, but can exceed 0.150 and even
reach a value of 0.42 for a small rivulet with aquatic
vegetation at low water stage.

Bankfull Discharge

The discharge which is supposed to control the
3-dimensional morphology of the channel is called
‘bankfull discharge’ for temperate rivers. Further-
more, it has been proved that this discharge is the
‘dominant’ discharge, i.e., the discharge providing
the maximum efficiency in bedload transport and
leading to adjustments of channel morphology. Early
studies by Leopold ez al. (1964) suggested a recurrence
interval of bankfull discharge varying between 1 and
2 years with 1.5 years on average, but a considerable
scatter of results is observed with values ranging from
1.01 to 32 years. In fact, the recurrence of bankfull
discharge depends on the basin size, on the bedload,
and on hydrological regimes. The recurrence interval
increases with basin size: it reaches only 0.5 years in
the case of small rivers with pebble beds on imperme-
able substrata, but exceeds 1.5 years for large rivers.
Base-flow dominated gravel-bed streams, and silty or
sandy rivers experience less frequent bankfull dis-
charges, along with a recurrence interval higher than
2 or even 3 years.

Suspended Load and Bedload Transport

Rivers transport dissolved load (which do not play
any role in channel morphology), suspended load,
and bedload. Concentration of suspended load dur-
ing floods depends on the geology, on the vegetation
cover of the watershed, and on the intensity of pre-
cipitations, at least for streams. Sedimentation occurs
on the floodplain beyond bankfull discharge (Qy,), and
in the channel during the recession of the flood (refer
to ‘see also’ section). Sediment deposition affects
aquatic habitats through the siltation of substrates.

The coarse particles lying on river beds are set into
motion during floods when a critical shear stress is
passed, according to the equation:

T= 14 prhSC [4]

In this equation, 7 is the mean shear stress (expressed in
Nm™?), py is the density of water (1000 kgm ™), g is
the acceleration due to gravity (9.81ms 2), Ry, the
hydraulic radius, and S the energy line gradient or
energy slope. Equation [4] represents the sum of the
shear stresses created by the resistance of the particles
(7') and by the irregularities in the channels and the
bank, i.e., the bedforms (z”). 7" is frequently referred to
as the form drag. However, only the grain shear stress
(7') should be taken into consideration for the transport
of sediments. Different methods exist to ascertain the
distinction between 7' and ”. One of the most com-
monly used and most efficient ones is based on the
relationship between roughness due solely to resistance
of particles (7p), obtained using Strickler formula,

m = 0.048 DL° [5a]
where Ds is the median diameter of the bed material
(in m).

And the total roughness (7)) in the Manning’s for-
mula (see eqn. [3], above)

7 =1(K)? [5b]

with K = ny/n,.
The Shields entrainment function is generally used
to determine the threshold of bed sediment motion:

0. = ./ (p, — p)eD = forRe’ ]

where 0. is the critical dimensionless shear stress, 7.
the critical boundary shear stress, p, the density of
sediment grains, p,, the density of water, g the accel-
eration due to gravity, and D the grain diameter
(usually the Dsg). 6. is a function of the Reynolds’
grain number Re-=u-D/v, where u- is the shear
velocity, and v is the kinematic viscosity.

To resolve equation. [6], a value has to be assigned
to O.. A value of 0.060 was initially proposed by
Shields (1936) when Re- > 200 (as it is generally the
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case in natural rivers and even in flumes). However,
this value has been challenged in the case of naturally-
sorted grains and different critical values of 0.045 and
0.030 have been proposed. Additionally, the con-
stancy of 6. has been questioned: an equation of the
type 0.=a (Di/Dso)? has been proposed where the
Shields factor (0.) varies as a function of the relation-
ship between the size of the surface particles involved
(D;) and the diameter of the underlying material con-
stituting the bed (Ds). In this type of equation, the
coefficient a represents Shield’s standard dimensionless
coefficient (0.) in homogeneous sediment conditions
when Dy/Dso=1. Moreover, a negative sign of the
exponent b indicates that 0. values decrease as D;
increases. This equation includes both the hiding effects
(when D; < Ds) and the protrusion effects (when D; >
Dso). More recent studies confirm the validity of this
approach, even if the values of coefficient and expo-
nents sometimes differ significantly.

Other criteria are used for characterizing bedload
mobilization. The critical erosion velocity introduced
by Hjulstréom (1935) is the oldest and the most widely
used in early studies. Critical values of velocity exist
for deposition and for suspension. It appears that the
lowest threshold mean velocity occurs for well-sorted
0.2-0.5mm sands. Higher critical velocities are
needed to move larger and heavier particles (gravel
and pebbles) and also to erode the smaller particles,
such as cohesive clays which are protected by submer-
gence withing the laminar sublayer and because the
cohesion of particles restrains the erosion. The veloc-
ity at which deposition occurs is lower than the criti-
cal velocity for gravels because of the inertia of
particles. Usually, the cessation of transport corre-
sponds with the fall velocity. Thus, the transport of
suspended silt and clays is maintained over a wide
range of flow velocities, between the threshold and
fall velocities. Even if the critical mean velocity for
given sediment size varies with flow depth and with
sediment sorting and consolidation (Sundborg,
1956), this criterion can yet be used when for exam-
ple the shear stresses are difficult to evaluate in the
field.

More recently, the notion of specific stream power
which represents the amount of work a river may
perform was introduced:

w = (pg Os)/w [7]

with @ as the stream power (W m~2), O the discharge,
w the width of the water surface, and S the longitudinal
slope. Specific power was initially used to evaluate
bedload transport but, later on, other fields of applica-
tions were found, mostly to understand river activity, in
particular regarding channel patterns and meander

dynamics, or the possible reaction and adaptation of
rivers to human interventions. More recently, the dis-
tance traveled by the bedload after its mobilization has
been linked to excessive specific stream power in rela-
tion to critical specific stream power, the specific
stream power which allows the displacement of parti-
cles. However, the major remaining problem is to deter-
mine a relation linking the critical specific stream
power to the size of mobilized material. Various types
of equations have been proposed from simple ones to
quite complex with limited practical application and
distinctions have been made for gravel-bed rivers, and
for torrents with very coarse bedload. Compared to
shear stress, specific stream power has the advantage
of being easy to determine (discharge, slope, and width
are easy to evaluate even after a flood event). However,
specific stream power does not take into account the
role of bedforms (hiding and protrusion effects, pool,
and riffles sequences) and is therefore no more than a
basic indicator of river dynamics.

For a long time, the discharge required to initiate
bedload movement was commonly assumed as close
to bankfull discharge. But recent studies conducted in
temperate gravel-bed rivers, demonstrated that bed-
load movement is initiated for discharges lower than
bankfull (0.4-0.7 Q) and occurs about fifteen days a
year on average, but values may be highly variable
between rivers as for the bankfull discharge recur-
rence interval. But in spite of this frequency, bedload
downstream progression is slow — less than 4 km per
century for Ardenne rivers (Belgium) — in comparison
with values ranging between 10 and 20 km per cen-
tury for high energy mountain rivers in Alpine and
Mediterranean environments.

Bedload sediment yield (i.e., bedload discharge) is
not important with respect to the material evacuated
in suspension. For example, in temperate humid
environments, bedload discharge (in terms of specific
annual yield) varies from 1 to Stkm > year ' for
gravel-bed rivers to more than 50t/km 2 year ' in
Mediterranean mountains or in semi-arid areas. It is
generally considered that bedload is about 10% of the
total sediment load; it may be much higher in moun-
tain streams and watersheds with hard rock.

Channel Morphology and Channel
Adaptations

Channel Morphology

Steep long profiles of mountain channels are broken
by waterfalls, rocky rapids, pebble, and log steps
which dissipate energy (refer to ‘see also’ section).
Log jams — which are unstable features — store
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bedload and give rise to various habitats for aquatic
fauna (refuges, spawning grounds).

Downstream of mountain sectors, river patterns
are classified on the basis of two descriptive variables:
the sinuosity (Si, see Table 1) and the number of
channels at the scale of the functional sector or
reach with homogeneous geomorphology (a nested
taxonomy at the scale of the sector may deal with
the unit landforms (for instance: bars, riffles...),

Table 1 Key variables used to describe channel morphology
(after Petts and Amoros, 1995)

Variable Definition

River channel cross-sectional

form

Size

Channel capacity (Cc) Cross-sectional area at
bankfull stage equates to
mean depth width (m?)

Width of channel between the

river banks (m)

Channel width (w)

Channel mean depth (d)

Wetted perimeter (Wp) Total length of channel bed
and banks (m)

Shape

Width depth ratio (w/d)

Channel asymmetry (A*) A* = (A, — A)/Cc where A, and
A, are the areas to the right
and left of the channel center
line and Cc=A,+ A

Efficiency

Hydraulic radius (R) Cc/Wp A measure of channel
efficiency in conveying water

River channel planform

Sinuosity

Channel sinuosity (Si) Channel length/straight-line
valley length

Meander form

Meander wavelength (L) Distance between two
consecutive meander bends
inflexion points (m)

Meander height (H), m

Radius of curvature (r), m

Channel multiplicity

Braid intensity Two times total bar length
divided by reach length

Long profile

Bed slope (Sb), mm™

Profile gradient (S)

1

Gradient from 10% to 85% of
length, upstream from river
mouth (m m~")

Bed roughness

Bedform wavelength (/) Use for pool-riffle spacing of
riffle-dune forms (m)

Bedform amplitude (h), m

Bed roughness (D84) D 84 is a representative
percentile of the bed particle

size distribution curve

and the particles granulometry and setting. Each
functional sector may be characterized by a specific
fluvial pattern, by dominant processes of various
intensities, and by associated specific landforms
(Figure 1).

The three main geomorphic patterns are the fol-
lowing, considering that straight channels do not
exist, except under structural control:

1. The meander pattern. Meanders are unique, nar-
row and deep channels, with a Si index exceeding
1.2 or 1.5. Meanders may be entrenched or in-
grown into hard rock plateaus, or may migrate
freely across flood plains. The morphological sets
of alluvial meanders are lateral bars, riffles, and
pools. A bar may display a chute across its inner
part, as well as ridges and swales shaped by the
lateral and downstream migration of the river dur-
ing floods. Rivers transporting a considerable sus-
pended load may build alluvial ridges and levees,
which may be breached during floods, inducing
crevasse splays over bottom flats. The velocity of
lateral erosion displays a wide range of values.
Figure 2 presents the main geomorphic features
of channels initiating sinuosities.

The cut-off of meanders depends on two main
processes: the neck and the chute cut-offs.

Some morphometric relationships link geometric
variables to the river discharge. For instance, the
equation:

1=54301"° [8]

links the meander wavelength (I) and the bankfull
discharge (Oy). The multivariate equation:

1=618.0 ¥ .M™"7 [9]

links 1 to Qy, and to the silt-clay index M (percentage
of silt and clay in the river bank sediments): a high
value of M protects the banks from lateral erosion
and decreases sinuosity.

Alluvial meanders occur when transport capacity
exceeds the river sediment load. Sinuosity has been
interpreted as a means of dissipating specific stream
power, which is usually comprised between 10 and
100 Wm 2.

2. The braided pattern. Braiding is a multichannel
pattern, with low sinuosity (value of Si between 1
and 1.1), wide and flat channels, along with mobile
gravel and/or sand bars. Sand bars are visible at low
flow, but submerged during floods. The intensity of
sediment transport is reflected in the degree of colo-
nization of bars by vegetation. This conditions the
permanence of terrestrial habitats, while aquatic
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Functional

Mountain Gorge Braided Meandering Anastomosing
sector

Profile

N A e s as]

Valley

Slope
Steep Steep Medium Moderate Shallow Very shallow

Shape in plan

Change in the
alluvial floor
(10 year scale)

Active course

Stable Stable Aggrading Degrading Aggrading

Hillslope inputs

Vertical
exchanges

Flow variability

Avulsion

Meander cut-off

Lateral erosion

Dominant processes

Channel
sedimentation
Overbank
deposits

Narrow riparian
zone

Boulder berms

Lateral beaches

Sand and
gravel bars

Cut-off channels

Specific forms

Sandy levees

Salts deposited
by overspill
Back swamp with
organic sediment

Intensity
scale

Strong Medium Wea Zero or negligible

Figure 1 Types of functional sectors characterized by valley morphology, the style of the active course, the dominant processes, and
the specific forms that make up the geomorphological patches within the hydrosystem (after Petts and Amoros (1996)).
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Figure 2 (a) Morphological development resulting from the
initiations of alternated bars (after Ferguson (1987)). (b)
Development of lateral bars and meander formation in an
artificially straightened channel (after Lewin (1976)). 1. Initial
banks, 2. Riffles in the channel at low flow, 3. Ancient gravelly
deposits, 4. Recent gravelly deposits, 5. Gravel deposits in
sheltered areas, 6. Sandy deposits.

ones are ephemeral due to the intense reworking
of unit landforms and particles. The variables
explaining braiding are: high values of bedload
fluxes and of bank erodibility, high variability of
discharges, and steep slopes. The braided pattern
develops on steep alluvial valley floors (slope being
usually more than 0.0007). The energy displayed in
braided rivers commonly ranges between less than
100 W m~2 and more than 500 W m 2.

3. The anastomosed pattern. Anastomosed rivers are
multichannel rivers displaying stable high sinuos-
ity channels on the active belt margins. Different
types of anastomosed patterns have been de-
scribed all over the world: aggrading patterns in
flat post-glacial valleys (Western Canada), stable
patterns in the humid tropics (Zaire), juxtaposed
braided and anastomosed belts in arid regions
(Australia), and also in cold regions (Lena).

However, recent studies stress the increasing diversity
of geomorphic behavior of world rivers as most models
have been defined in temperate regions. The originality
of some tropical rivers due to the occurrence of extreme
flood events is put forward. For instance, river beds of
Southeast Asia display high stable landforms on the
river margins, shaped by extreme events, and, in the

inner part of the river tract, landforms adjustable for
low and medium floods.

Discrimination between Geomorphic
Patterns: Succession of Patterns along
the River Continuum

Since Leopold and Wolman’s successful work (1957),
fluvial geomorphologists have proposed predictive
equations for discriminating between fluvial patterns.
These equations have progressively incorporated the
size of bed sediment and the specific stream power
(usually calculated for the bankfull discharge or for
the 1.5 year recurrence interval discharge; see above),
which integrates slope, bankfull discharge, and chan-
nel width.

From upland streams to the mouth of natural rivers,
the slope and the size of both bed material and bed-
load decrease, while discharge and the silt-clay index
increase. Downstream the production zone — with
mountain torrents constrained by valley walls — rivers
usually display braided patterns along the transit
zone. The change in sediment size and in flow dis-
charge explains the change towards meander pattern
in the downstream reach. Braided patterns are char-
acterized by high energy gradient, strong width/depth
ratio as well as a high instability in space. The lower
part of Figure 3 describes the relative stability of vari-
ables involved in the functioning of fluvial patterns,
including the size of particles, the stream power, as
well as the texture of particles of the bed and of the
floodplain.

However, this continuum may change over time,
considering Holocene climate change and the
impacts of human activities in the watershed.
These may trigger an increase in flood discharge

and bedload.

Channel Adjustments and Channel
Metamorphosis

Even if river valleys and rivers may be considered as
systems in quasi-equilibrium at an historical time-
scale (10-100 years), they undergo continual changes
on longer terms. The variables are dependent or inde-
pendent according to the time span considered. For
instance, present channel morphology controls the
flow hydraulics at a section (Table 2), but it is itself
dependant of flow and sediment mean discharge at
the historical timescale. These complex adaptations
in time and space reflect the dynamic equilibrium.
The concepts of channel system and channel
response (Schumm, 1977) are indeed efficient tools
for understanding changes in river behavior (Table 3).
At a timescale of decades or more, the relative
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Fluvial pattern Type of channel Relative stability
Ratio .
width/depth Slope Suspended load <—— Mixed load —— Bed load
Rectilinear ~ Low Low 1 === Strong A"ig‘rasted Shifting
2 = ¥
3a
% Mefar?der Nek cut-of
shifting
Q)
' " @ﬂ?
Meandering
s Meand
eander
, . Chute cut-of
~—— Channel limit 4 —}f\?-\:ﬁ shifting
- — - Flow
Bar 5 i:\}ér*: - Tal
Braiding Strong Strong = - Low aweg Avulsion
shifting
Strong ~—— Relative stability Weak
Low Ratio bedload/total load Strong
Small Size of particles Strong
Low Sediment load Strong
Low Irregularity of hydrological regime Strong
Low Flow velocity Strong
Low Stream power Strong
Fine Dominant texture of floodplain sediment Coarse
Figure 3 Classification of fluvial patterns (modified from Schumm (1977); Kellerhals and Church (1989).
Table 2 Status of river variables during timespans of decreasing duration (after Schumm and Lichty (1965))
Ranked variables Status of variables during designated time
Geologic Historical Present
10108 10°-10° 10%10"
Geology (lithology, structure)
Palasoclimate
Palaechydrology
Relief or volume of system above base level Dependent
Valley dimensions (width, depth, slope) Dependent

Climate (precipitation, temperature, seasonality)
Vegetation {iype and density)

Hydrology {mean discharge of water and sediment)
Channel morphology

Dependent

Hydraulic of flow (at-a-secticn)

Dependent

variations (+/—) of the two external variables, bank-
full (Qy,) or dominant (Qyq) discharges, and Qg (bed-
load discharge) explain the adjustments of the
geometric (internal) channel parameters at the reach
scale. Changes from a meandering to a braided pat-
tern do occur in response to the variations of the
external variables along river reaches (at the scale of
the functional sector).

However, the adjustment of hydraulic parameters
varies in space and time. The reactivity to changes

in external variables is higher for unit landforms
belonging to the channel than for fluvial patterns,
while long profiles (slopes at the river scale) are the
less sensitive (Figure 4).

At a multidecadal or multicentennial scale, discrete
reaches may experience a complete change of their
geomorphic pattern (i.e., from braiding to meander-
ing, for instance, the reverse change being possible),
which is called ‘fluvial metamorphosis.” This is due to
long lasting changes in the external variables at the
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watershed scale. For instance, the Rhone River
(France) and its main mountain tributaries displayed
between 400 BC and ca. 1400 Ap meander patterns
from the upland 5th order rivers down to the
Mediterranean Sea. This pattern changed towards
braiding at the very beginning of the Little Ice

Table 3 Influence of river discharge and bed load changes on
the geometric variables describing river channels and on the
adjustment of river behavior (pattern and long profile)

Balance between Adjustment of River responses

flow discharge and  geometric

bedload discharge variables

Q > Q4 w,d,I7,S8,Si" Am:
aggradation,
meandering

Qr < Qg w,d" 1,8, Sit Em: erosion,
meandering

Q< Q% wh,d, I, ST, Si” Ab: aggradation,
braiding

Q" > Q& wt, dt, I, 8", Si- Eb: erosion,
braiding

Q, is water discharge, Qg is bed load discharge, L is the meander wave
length, and S is the profile gradient. Sign ‘+’ means an increase while sign
‘~’ means a decrease in the value of the variables (after Starkel (1983)).

Age (early 15th century), through the downstream
progradation of ‘sedimentation zones’ from the
uplands prone to increased sediment delivery, due to
fragile cleared mountain slopes and to stronger (sum-
mer) storms. The main channel of the Rhone (‘Grand
Rhone’) flowing across the Camargue delta to the sea
was braiding during the 17th century.

Bedrock Channels

Bedrock channels are developed when the capacity of
transportation exceeds the particle size on the long
term, i.e., when sediment budgets are negative at the
reach scale. Due to steep slope and to constriction by
the valley walls, unit stream power is an order of
magnitude larger than in alluvial channels (from
3x10° to 1 x 10*W m™2). Bed morphology is char-
acterized by a high spatial variability due to turbu-
lence, complexity of circulating cells of water on
the margin of the main flow, and to critical and
supercritical flows: rocky knickzones, incisional bed-
forms such as grooves and flutes, and reaches with
boulder bars are the main features (refer to ‘see also’
section). Furthermore, slack water deposits are
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Figure 4 Schematic diagram of the timescales of adjustment of various channel forms components with given length dimensions

in a hypothetical basin of intermediate size (after Knighton (1998)).
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present at confluences in canyons, in caves and shel-
ters, and in wider areas; they are markers of
palaeofloods.

See also: Ecology and Role of Headwater Streams; Flood
Plains.
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Introduction

A characteristic feature of fluvial systems is the dis-
tinctive directed motion of water masses, or current,
caused by gravitational forces. Currents in fluvial
systems also differ from other geophysical flows
(atmospheric, oceanic, and limnetic) primarily by a
presence of irregular flow boundaries, or river chan-
nels, developed in bedrock or alluvium. In alluvial
channels, cohesive or noncohesive materials are sub-
jected to erosion, transport, and deposition, shaping
channels by currents and causing alterations in the
structure of the currents. For example, nonuniformi-
ties in flow structure produce local erosion at banks
that with time evolve into the large-scale channel
deformations — meander bends or loops. Flow curva-
ture in bends produces centrifugal forces and coun-
teracting pressure-gradient forces, thereby generating
helical motion and secondary currents, which enhance
channel deformation. Feedbacks among currents, trans-
port of alluvium, and channel deformation result in
self-regulating adjustments that dynamically sustain
the form of natural fluvial systems.

Apart from their significance for processes of ero-
sion and deposition, currents in rivers represent an
abiotic component of fluvial ecosystems. Flow rates
and patterns of currents determine transport and
mixing of oxygen, nutrients, and pollutants. More-
over, distinctive flow patterns create specific habitats
for various forms of aquatic life. On the other hand,
biota can substantially influence currents, shaping the
structure of habitat to favor conditions for dominant
species. A good example is the interaction between
biota and flow in vegetated river reaches.

Although the qualitative and quantitative assessment
of river currents has attracted the attention of scientists
for centuries, detailed understanding of these currents
has proven elusive due in part to the lack of a general
theory of turbulent flows. Therefore, available meth-
ods of characterizing river flow quantitatively are
based either on case-specific computational models or
purely empirical techniques. This article provides an
abbreviated overview of the essential physical pro-
cesses associated with river currents. The simple case
of currents in wide and straight channels is considered
first because it provides a theoretical framework and
represents the basic (primary) class of currents. Then
the effects of nonuniformity in morphology or compo-
sition of the riverbed that result in the development of

secondary currents are considered along with the
effects of channel curvature responsible for the sec-
ondary currents of centrifugal origin. Further, compli-
cations in the pattern of flow currents are considered
using the example of flows through river confluences —
essential components of river networks. The influence
of human actions on river currents in the form of the
complex structure of flow around groynes — transverse
dikes that deflect the flow from erodible banks and
promote navigability of river reaches — are discussed,
followed by analysis of navigation-induced currents
generated by commercial vessels. Conceptual and the-
oretical principles are illustrated with the examples of
original field studies completed by the authors on rivers
in Germany and the United States.

Controlling Factors and Classifications
of Currents

Currents in rivers originate at a defined source (chan-
nel head or the junction of two streams) and evolve
under the mutual influence of gravitational (G) and
frictional (F) forces. At the most basic level, currents
in rivers can be classified according to whether or not
the bulk rate of flow remains constant over time
(steady flow) or it changes over time (unsteady flow),
and whether or not the bulk rate of flow remains
constant over space (uniform flow) or it changes over
space (varied flow). In the case of steady, uniform flow,
gravitational and frictional forces are equal (G =F).
However, in unsteady flow, the forces are unbalanced
(G#F) over time, whereas in varied flow they are
unbalanced over space. If G > F the flow accelerates,
whereas if G <F the flow decelerates.

Motion of water in fluvial systems is a continuous
physical process of energy transformation. Potential
energy of liquid pgh (where p is density of water,
g is gravity acceleration, and 4 is flow depth) is trans-
formed into kinetic energy pU? (U is bulk flow ve-
locity). The ratio between these two forces
Fr = U/\/gh, the Froude number, provides the basis
for further classification. The river current can be in a
subcritical (Fr< 1), critical (Fr=1), or supercritical
(Fr>1) state. Subcritical flows are typical for low-
land rivers and are characterized by smooth, undis-
turbed water surfaces. In the critical regime, the
surface of the stream develops standing waves, and
in supercritical conditions the surface of the water
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may become distorted into breaking waves. The criti-
cal and supercritical regimes are characteristic of
mountain torrents and flow around or over engineer-
ing structures (dykes, dams), but can also develop
in lowland rivers during large floods. Transitions
between subcritical and supercritical regimes produce
hydraulic drops, or abrupt decreases in flow depth,
whereas transitions between supercritical and sub-
critical regimes result in hydraulic jumps, or abrupt
increases in flow depth.

Rivers originate in uplands and flow downhill
into lakes, seas, or oceans. Therefore, rivers flow
within channels with longitudinal gradients, or slopes
(S). The shear stress associated with the gravitational
force per unit area oriented along the inclined plane
of the channel bed is pghS. A simple expression for
the mean velocity of the flow current can be derived
from assumptions of uniform flow as: ¢; = ghS/U?,
where ¢ is a friction factor. This equation can be
rearranged as U = C\/AS, which is known as the
Chezy formula and C is the Chezy coefficient.
A related empirical formula, U=h*"35"%/n, is
known as the Manning-Strickler formula and #
is the Manning coefficient (C=h"%/n). It can be
seen that the empirical channel resistance coeffici-
ents are related to the friction factor as ¢f = g/C>
and ¢ = n?g/h">. Values of friction coefficients have
been determined empirically and are summarized in
standard manuals for open-channel flow computa-
tions. Values of the Chezy coefficient vary in rivers
from 30 to 70, and the Manning coefficient ranges
from 0.020 (lowland rivers) to 0.2 (flow over flood-
plains with terrestrial vegetation).

Although the theory of uniform flow is capable
of describing bulk characteristics of currents in rivers,
flow in rivers exhibits significant spatial variability
because of zero local flow velocity near riverbeds
and banks. This variability is a distinctive feature,
providing diversity of habitat for aquatic life and is
therefore a key factor determining patchiness in the
community structure of aquatic organisms and plants
communities. The following sections illustrate spatial
patterns of currents in rivers and the possibilities of
quantifying the processes producing these patterns.

Currents in Fluvial Channels

Because the permeability of riverbeds and banks is
relatively low, velocity at these boundaries can
be assumed to be zero. Therefore, velocities in a river
cross-section reduce to zero values at the bottom and
sides, and are maximal at the surface in the center of
the channel (Figure 1). For steady uniform flow not
close to the river banks, the gravitational shear-stress
component pghS is balanced by boundary friction
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Figure 1 Distribution of time—mean streamwise velocity in a
river cross-section (the Spree River, Germany).

causing shear stress within the water column that can
be expressed as t(z) = —pu'w/, where 7 is shear stress,
and #/, w' are turbulent fluctuations of velocity in the
streamwise and vertical directions, and z is the distance
from the riverbed. It can be shown that in uniform flow
shear stresses are linearly distributed over the flow
depth T =14(1 — 2/b) with a maximum bed shear stress
10=pghS, at the riverbed. A characteristic velocity
scale, shear velocity, can be expressed respectively as
U*:\/‘EZ’: \/‘L'()/p. L
Relating turbulent velocity fluctuations —#'%' to
time-mean velocity U(z) at certain distance z from
the bed provides a simple model of turbulence and
allows shear stresses to be expressed as © = pv, dU/dz,
where v, is turbulent viscosity. This relationship can
be integrated to obtain the vertical velocity distribu-
tion, but first requires an estimate of v.. The assump-
tion of a parabolic distribution of turbulent viscosity
over depth, v, = kU,zv/1 — z/h, when substituted
into the expression for shear stress, yields a logarith-
mic distribution for mean velocity over river depth

U, =z
U(z) =—In—+ B 1
() = Iz + 1]
where k = 0.4 is an universal constant, kg is a charac-
teristic height of roughness elements, and Bo=8.5 is
a constant of integration. Alternatively, eqn [1] can be

expressed as
vz _ 14, (i) 2]
U* K Z(

where zo = exp(In ks + kBg) is hydrodynamic rough-
ness parameter. Integrating [2] over river depth pro-
vides a logarithmic function expressing the influence of
riverbed resistance on the depth-averaged velocity (U,):

C U, 1 b

R T 3]

\/E U* K ( 20 )
To illustrate the performance of logarithmic law [2],
experimental data from some rivers are presented
in Figure 2 in nondimensional coordinates z/h =
exp|Uk/U~ — In(h/zp)].
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Figure 2 Comparison of measured time-mean streamwise
velocities over the river depth (symbols) with predicted
logarithmic law (line).

Secondary Currents

So far only the streamwise velocity, or the velocity
component parallel to centerline of the channel, has
been considered for straight river reaches with uni-
form cross-sectional geometry and riverbed material.
However, natural stream channels usually meander
and exhibit complex morphology and distributions
of riverbed material. These variations produce com-
ponents to currents that have significant magnitudes
perpendicular to the streamwise component. These
components, referred to as secondary currents, result
in substantial three dimensionality of the overall pat-
tern of currents in streams.

Depending on their genesis, secondary currents are
classified into two categories: secondary currents of
first and second kinds. Secondary currents of the first
kind are produced by large-scale nonuniformities of
channel pattern — for example, river bends. Centrifugal
forces that develop in a curved channel produce super-
elevation of the water surface along the outer bank
channel, which generates a counteracting pressure-
gradient force. Local imbalances between these forces
over the flow depth produce outward motion at the
surface, downward motion along the outer bank,
and upward, inward motion along the bed (Figure 3).
The resulting pattern of helical motion redistributes

momentum shifting the zone of maximum streamwise
velocity towards the concave bank near the bend apex
(Figure 3). In curvilinear systems of coordinates r
(radial), 0 (tangential), and z (vertical) dynamical
equation of flow are presented in the following form:

(i Rl i S L I

Ou, @('Mr Ou, ué 8{ aur]

Ouy g Ouy Oup  woug 0 Ouy
O P i —gsf)*a:(”@) g

where u,, ug, and w are radial, tangential, and vertical
mean velocities, and S,, Sy are radial and tangential
slopes. Systems [4] and [5] can be solved analytically
for the radial component, which represents the second-
ary current, if the distributions of tangential velocities
and of turbulent viscosity are presented in an ana-
lytical form. For natural streams with large radii of
channel curvature the distribution of mean velocities
usually differs little from the logarithmic law and the
parabolic distribution of turbulent viscosity applies

v, = kU,zy/1 — 2/ b, then

where n=2z/h. Comparison of values predicted with
eqn [6] and measured in a typical lowland river mean-
der bend show good agreement (Figure 4). The magni-
tude of secondary currents of the first kind can be up to
20-30% of the magnitude of streamwise velocity com-
ponent. These currents are crucial for shaping riverbed
relief in channels with loose alluvium.

Genesis of secondary currents of the second kind
is attributed to the nonuniformity in distributions of
roughness or morphology of the riverbed in straight
river reaches. These secondary currents have much
smaller magnitudes, about 5-10% of the primary
current, and thus are similar to the magnitudes
of turbulent fluctuations. Despite their small magni-
tudes, these currents are responsible for lateral redis-
tributions of fine sediments on the channel bed,
forming longitudinal ridges and thus shaping habitats
of benthic invertebrates. Some researchers explicitly
associate these currents with turbulent structures and
use turbulence anisotropy terms as the driving force
in models describing the formation of secondary cur-
rents in straight river reaches. However, quantitative
methods describing such currents are still unavailable
because of a lack of knowledge about river turbu-
lence, and particularly about coherent structures.
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Figure 3 Distribution of time-mean velocity vectors near the free surface of the flow (a), and (b) secondary currents in the river
cross-section, depth is enlarged five times (the Spree River, Germany).
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Figure 4 Comparison of measured (symbols mark verticals,
Figure 3(b)), and predicted (line) time-mean radial velocities
(the Spree River, Germany).

Structure of Currents at River
Confluences

River confluences, or the locations where two rivers
join one another, are integral and ubiquitous features of
river networks. Currents within confluences are
marked by highly complex three-dimensional patterns
of flow that include a zone of stagnant, recirculating

®
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1 — Main stream, 2 — Tributary, 3 — Stagnation zone
4 — Deflection zone, 5 — Separation zone, 6 — Maximum
velocity, 7 — Flow recovery zone

Figure 5 Schematic representation of a confluence.

flow at the upstream corner of the junction of the two
rivers, a region of strong flow convergence within
the center of the confluence, a shear layer between the
merging flows, and in some cases a zone of separated
flow near one or both of the banks (Figure 5). It is
generally acknowledged that flow structure within
confluences is influenced by the junction planform,
junction angle, momentum flux ratio, and degree of
concordance of the channel beds at the entrance to the
confluence. A characteristic pattern of currents within
a confluence is the presence of two discrete zones of
maximum velocity associated with flow from the two
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Figure 6 Distribution of time-mean velocity vectors near the
free surface of the flow (a), and (b, ¢) secondary currents in the river
cross-sections (confluence Kaskaskia-Copper Slough, USA).

upstream rivers (Figure 6(a) and 6(b)). Between these
zones is either a stagnation zone (a region of recirculat-
ing, separated flow characterized by negative down-
stream velocities) or farther downstream, a shear
layer (a zone of intense turbulence along the interface
between the converging flows).

The most prominent characteristic of the cross-
stream velocity fields is the opposing orientation of
transverse and vertical velocity vectors on each side
the confluence (Figure 6(b)). The magnitudes of the
cross-stream vectors reflect the momentum ratio of
the two confluent streams with the largest vectors
located on the side of the confluence correspond-
ing to the dominant tributary. As the flow moves
downstream, the two distinct zones of maximum
downstream velocity gradually converge. Gradual
convective acceleration of flow occurs within the
low-velocity region between the two maxima until
a uniform downstream velocity field with a single
zone of maximum velocity develops downstream of
the confluence. A pattern of helical flow, similar to
secondary currents of the first kind developing in
river bends, can also be present at confluences

where curvature of flow from a lateral tributary into
the downstream channel generates an effect similar to
that which occurs in bends (Figure 6(c)).

Although river confluences have been actively stud-
ied during the past two decades, the complexity
of currents at these locations hinders accurate theo-
retical descriptions. Numerical simulation models
currently represent the most sophisticated tools for
trying to characterize the complexity of river currents
at confluences. However, ongoing studies of shallow
mixing layers and free recirculating flows suggest
that generalized theoretical models may emerge in
the next decade.

Currents at Engineering Structures

Lateral nonuniformity of river currents is associated
with natural riverbank protrusions and various engi-
neering structures, among which groynes (spur dykes)
are the features most widely used to support navigation
and protect banks against erosion. Groynes are usually
placed in sequences so that the area between successive
groynes is referred to as a groyne field. Flow separates
at the tip of the protruding groyne, or groyne head, and
forms a rotating current in groyne fields depicted by
large-scale vortexes with a vertical axis of rotation
called gyres. Since water is forced to recirculate within
the groyne field in spiraling trajectories, the local resi-
dence time for suspended particulate matter can
increase substantially and may be sufficient to maintain
local phytoplankton reproduction. Therefore, under-
standing of these complex currents can have important
ecological implications.

Specific patterns of flow in a groyne field are con-
trolled by the geometry of the field: the aspect ratio
between the groyne length (L,) and the streamwise
length of the groyne field (L¢). Observations indi-
cate that a two-gyre circulation pattern develops
when the aspect ratio is less than a critical value
(Lg/L¢ < 0.5), and a one-gyre circulation forms in
groyne fields aspect ratios greater than the critical
value (Lg/L¢ > 0.5) (Figure 7).

The distribution of mean velocities within the flow
in groyne fields can also be reasonably described by
a shallow mixing layer model and hyperbolic tangen-
tial equation. A canonical free mixing layer (family
of free-turbulent flows) evolves in coflowing liquids
of different densities or flows of different mean velo-
cities, and can be described by a simple model

@*om" [7]
ox

R N Y g
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Figure 7 Distribution of depth-averaged time-mean velocity vectors (interpolated from measurements) in the groyne field with aspect

ratio (a) 0.6, and (b) 0.4 (the Elbe River, Germany).

where o is the spreading rate (a constant in canonical
mixing layer, equals 0.18), 6 is the width of mixing
layer, x is the downstream coordinate, / is the velocity
ratio, Uy is the velocity in free part (above) of flow,
and U, is inside the stand, and Ul is the velocity in the
centre of the mixing layer. Mean velocity profiles in
mixing layers have been shown to comply with a
hyperbolic tangential distribution

U 2
=t tanh(%) [9]

where U; = AU/2, vy is the distance across the layer,
and L = yJ is a characteristic length scale normally
proportional to the width of the mixing layer. An
example of the distribution of depth-averaged veloc-
ity across the groyne field and its interface with the
mean flow is shown in Figure 8.

The specific pattern of recirculation has important
implications for distribution of deposited fine sedi-
ments within the groyne field. The low-velocity area
in the centre of gyres promotes accumulation of rela-
tively fine sediments. The thickness of the layer of
deposited fines decreases toward the gyre margins,
where flow velocities increase.

Navigation-Induced Currents

Rivers have been always heavily exploited as the
inland waterways for commercial and recreational

UUpax

y/Lg

o Field data (Elbe) o Laboratory data
Hyperbolic tangent approximation

Figure 8 Measured distributions of depth-averaged
time—mean velocities (section through the gyre center) in the
mixing layer between main flow and groyne field, and their
approximation with hyperbolic tangent (egn [10]).

navigation. A vessel moving along a river channel
expends energy to overcome resistance of water.
The energy is transformed into complex pattern of
currents and waves in the lee of the vessel. In width-
restricted channels, when commercial tugs towing
loaded barges cruise with speed close to the naviga-
tional limits, the navigation-induced currents maintain
extremely large velocities (Figure 9). An analytical
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Figure 9 Navigation-induced current from a towing barge
measured 15 cm above the riverbed at 2 m distance from the
water edge (Oder-Havel Canal, Germany).
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Figure 10 Measured (circles) and predicted (line) values of
return currents.

framework for assessment of such currents was
deduced from the balance of kinetic energy and repre-
sented by a relationship

;

L% = 0 %exp[—ﬁ%] [10]
where oy and f§ are parameters depending on the char-
acteristics of kinetic energy transfer (dispersion coeffi-
cient, wave celerity, and channel width B), U is
maximal value of depth-averaged velocity in naviga-
tion-induced current, Uy is the speed of the vessel, b is
the flow depth, b is the draught of the vessel, and y
is the transverse distance from the vessel towards
waterway bank. Performance of the relation [10] is
illustrated in Figure 10, where the results of field mea-
surements are compared with values predicted by the
model [10].

Conclusions

The major factors controlling currents in rivers are the
macro- and microscale geometry of the river channel,
the joining of streams induced by the structure of
fluvial networks, properties of alluvium composing
the riverbed material, biological features, and anthro-
pogenic influences. Although quantitative descriptions
of currents in rivers are based on well-known theoreti-
cal principles, a universal theory of river currents has
yet to be developed mainly because of the lack of a
universal theory for turbulence aspects of river flows.
The problem of quantitative description is presently
solved with application of case-specific models and
relies substantially on the application of empirical
knowledge.

Mutual interactions among flow, the river channel,
and biota at different spatial and temporal scales
ranging from a sediment grain to the scale of a river
reach, and from milliseconds to hundreds of years
complicate unambiguous studies of currents. There-
fore, available data on important parameters in mod-
els of river currents include significant scatter that
leads to uncertainties in prediction of magnitudes
and patterns of flows. Some of this uncertainty reflects
the fact that most theoretical, laboratory, and field
studies investigate or assume uniform steady flow,
while in nature such flows are always an idealization.

Nomenclature

B width of a channel (m)

By integration constant

C Chezy coefficient (m'* s71)

s friction factor

F friction force (kg m s~ 2)

Fr Froude number

Fi, F,  integral functions

G gravity force (kg m s~ ?)

g gravity acceleration (m s~ ?)

b mean depth (averaged over cross-section)
(m)

ho draught of a vessel (m)

kg height of roughness elements (m)

L length scale (m)

L, length of groyne (m)

L¢ length of groyne field, m

Manning-Strickler coefficient (m ™" s)

7 radial coordinate (m)

S longitudinal gradient of the water surface
S; radial slope

So tangential slope

U time—mean velocity (m s~ ')

U. time—mean velocity in the centre of the

mixing layer (m s~ ")
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Uy cruising velocity of a vessel (m s™)

u streamwise velocity fluctuations (m s~ ')
U, radial mean velocity (m s ')

Uy tangential mean velocity (m s ')

U- shear velocity (m s ')

U, mean velocity half of velocity difference in

mixing layer (m s~ ')

Uy, U, velocity in fast and slow flows (m s~ ')
w' vertical velocity fluctuations (m s )

y transverse distance (m)

b4 vertical coordinate (m)

20 hydrodynamic roughness parameter (m)
AU velocity difference (m s *)

o spreading rate

oo parameter

p parameter

Y dimensionless coefficient

0 width of the mixing layer (m)

7 dimensionless distance

0 tangential coordinate (grad.)

K von Karman parameter

A velocity ratio

Ve turbulent viscosity (m* s~ ')

p density of water (kg m™°)

T shear stress (kg m~!' s72)

7o bottom shear stress (kg m~! s72)
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Introduction

We model lakes to visualize and quantify fluid flow,
mass transport, and thermal structure. Understanding
the evolving physical state (e.g., surface elevation,
density, temperature, velocity, turbidity) is necessary
for modeling fluxes of nutrients, pollutants, or biota
in time-varying fields of one, two, or three space
dimensions (1D, 2D, or 3D). Hydrodynamic model-
ing provides insight into spatial-temporal changes in
physical processes seen in field data. For example,
Figure 1 shows temperature profiles simultaneously
recorded at different stations around Lake Kinneret
(Israel). Extracts from model results (Figure 2) pro-
vides a context for interpreting these data as a
coherent tilting of the thermocline. A time series
of the thermocline can be animated, showing the
principal motion is a counter-clockwise rotation
of the thermocline. The complexities of the thermo-
cline motion can be further dissected by using spec-
tral signal processing techniques to separate wave
components, illustrating a basin-scale Kelvin wave,
a first-mode Poincaré wave, and a second-mode
Poincaré wave.

It is said we build by ‘measuring with micrometer,
marking with chalk, then cutting with an axe’. How-
ever, hydrodynamic modeling inverts this process:
we take an axe to the real world for our governing
equations; we chalk a model grid on our lake, then
numerically solve to micrometer precision. Thus, the
governing equation approximations, grid selection,
and numerical method all affect how a model reflects
the physical world. Selecting an appropriate model
requires understanding how model construction may
affect the model solution.

As a broad definition, hydrodynamic modeling
is the art and science of applying conservation
equations for momentum, continuity, and transport
(Figure 3) to represent evolving velocity, density, and
scalar fields. The modeling science is founded upon
incompressible fluid Newtonian continuum mechan-
ics, which can be reduced to (1) any change in
momentum must be the result of applied forces, and
(2) the net flux into or out of a control volume must
balance the change in the control volume. The mod-
eling art is in selecting approximations, dimensional-
ity, and methods that fit the natural system and
provide adequate answers to the question asked.

Tables 1-4 list some of the 1D, 2D, and 3D lake
modeling work from the mid-1990s to the present in

the refereed literature. Unfortunately, much of the
details of model development have been relegated to
technical reports that are often either unavailable or
difficult to obtain. Similarly, modeling applications
conducted by or for government agencies often does
not reach refereed publication. However, technical
reports are generally detailed and valuable resources
for applying and analyzing results; the reader is
encouraged to seek out these publications before
applying any model.

Dimensionality and Capabilities

Lake and reservoir models range from simple repre-
sentation of thermocline evolution to multidimen-
sional modeling of transport and water quality.
Averaging (or integrating) the governing equations
across one or more spatial dimensions provides rep-
resentation of larger areas with less computational
power. Such reduced-dimension models require less
boundary condition data but more parameterization/
calibration data. The simplest lake models average
over horizontal planes (i.e., x and y directions) to
obtain a 1D-model of the vertical (z-axis) lake strati-
fication. Narrow reservoirs are modeled in 2D by
laterally-averaging across the reservoir, thereby repre-
senting both vertical stratification and horizontal gra-
dients from the headwaters to the dam. In shallow
lakes, 2D-models in the x-y plane are used to examine
depth-averaged circulation (without stratification).
These reduced-dimension approaches cannot directly
simulate variability in an averaged direction. How-
ever, such variability may be parameterized where
processes are sufficiently well understood; in con-
trast, where processes are not understood or cannot
be parameterized, the missing variability affects
calibration and model results. Modelers must be
careful not to simply parameterize or calibrate a
poorly understood process by arbitrarily altering
model coefficients.

Increasing model dimensionality and complexity
reduces the time-scale over which a lake can be
modeled. Typically, 1D-models can be applied for
decades; 2D-models over multiple years to decades;
3D-models over days/weeks/months (but have been
applied for longer in a few cases). This inverse rela-
tionship between dimensionality and time is not
simply a function of computational power, but is
inherent in the effects of stratification, mixing
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Figure 1 Temperature profiles collected in Lake Kinneret in
1997 (data of J. Imberger, Centre for Water Research, University
of Western Australia).
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Figure 2 Modeled depth of temperature isosurface in the
thermocline. Results from 3D-model at same time as field data
collected in Figure 1.

parameterizations, and model data requirements.
For 1D-models, vertical mixing is readily parameter-
ized or calibrated to maintain sharp thermal stratifi-
cation. However in 2D- and 3D-models, vertical
mixing is caused by both the turbulence model and
numerical diffusion of mass (a model transport
error). Numerical diffusion always leads to weakening
the thermocline, which affects modeled circulation and
mixing that further weakens the thermal structure in a
positive feedback cycle. Thus, longer-term 2D- and
3D-models require careful setup and analysis or results
may be dominated by model error that accumulates as

excessive mixing across the thermocline, resulting in
poor prediction of residence time, mixing paths, and
lake turnover.

For 1D-models (Table 1), we distinguish between
turbulent mixing models derived from energy prin-
cipals (e.g., DYRESM) or averaging transport equa-
tions (e.g., k-epsilon models) and pure calibration
models that simply fit coefficients to nonphysical
model equations (e.g., neural networks). Between
these extremes are vertical advection/diffusion mod-
els (e.g., MINLAKE), which represent hydrodynam-
ics by an advection/diffusion equation that requires
site-based calibration. To the extent that more mech-
anistic models have all physical processes represented
and correctly parameterized without site-specific cali-
bration, they can be reasonably used for long-term
predictions and readily transferred from lake to lake.
Models relying solely on parameter fitting are ques-
tionable outside the calibration range, but are often
easier to apply when sufficient calibration data is
available. Although mechanistic models are arguably
preferred, we rarely have sufficient data for a com-
pletely calibration-free mechanistic model; thus, in
practical application such models are generally cali-
brated to some extent.

Laterally-averaged 2D-models (Table 2) are the
workhorse of reservoir hydrodynamic/water quality
modeling. For a narrow reservoir, the lateral-averaging
paradigm is successful in capturing the bulk thermal/
hydrodynamic processes, which are dominated by the
large pelagic volume. However, where water quality
processes are dependent on concentrations in shallow
littoral regions, such models must be used carefully
and with some skepticism. For example, a littoral
algae bloom may depend on high nutrient concentra-
tions that result from reduced circulation in the shal-
lows. To correctly represent the bloom, a 2D water
quality model must distort the biophysical relation-
ships between growth rate and concentration. Fur-
thermore, any scalar (e.g., toxic spill) represented
simply by a concentration will automatically be dif-
fused all the way across the reservoir, whether or not
there is sufficient physical transport. Thus, a laterally
averaged model will represent a toxic spill that mixes
as a function of the reservoir width rather than physi-
cal processes.

Although 3D-models (Table 3) provide good repre-
sentations of lake physics, they are notoriously com-
plicated to set up and run. Although their operation is
becoming easier with more established models, the
progression to ‘black box’ modeling (i.e., where the
user is not intimately familiar with the model itself)
remains problematic. The interaction of the lake
physics with the numerical method, governing equa-
tion approximations, time step, grid size, and initial/
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Figure 3 General 3D incompressible flow equations (with the Boussinesq approximation) that are the basis for most
hydrodynamic models. Hydrodynamics in lake modeling also requires transport equations for temperature, salinity (if important), and

an equation of state for density.

boundary condition data provides a wide scope for
model inaccuracies. The effectiveness of a 3D-model
presently depends on the user’s understanding of the
model capabilities and limitations. It is doubtful that
we will see scientifically dependable black box mod-
els for at least another decade or so. Development of
such models depends on development of expert sys-
tems that can replace a modeler’s insight and experi-
ence in diagnosing different error forms.

Boundary and Initial Conditions

A hydrodynamic model is a numerical solution of an
initial-and-boundary-value problem of partial differ-
ential or integral-differential equations. The model
solution is never better than the initial and bound-
ary conditions used for model forcing. Lake boundary
conditions include spatially-varying wind field, ther-
mal and mass exchange with the atmosphere, river

inflows/outflow, groundwater exchanges, local catch-
ment runoff, and precipitation. Boundary conditions
may be poorly known, so understanding the model
sensitivity to possible perturbations boundary condi-
tions is necessary for setting the bounds of model
believability.

Initial conditions are a snapshot of the system at
time ¢ = 0 (the model start time). Problems arise from
our inability to obtain the full data set necessary to
initialize a model (a problem that increases with
model dimensionality). These problems can be some-
what reduced by providing sufficient model ‘spin-up’
time so that the boundary forcing dilutes the initial
condition error. However, spin-up is only successful
when (1) the initial conditions are a reasonable
approximation of =0 and (2) the boundary forcing
dominates the initial conditions by the end of spin-up.
For example, in 3D-models the velocity initial con-
dition is usually zero and the spin-up time is
approximated by the ‘spin-down’ time from typical
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Table 1 Examples of 1D hydrodynamic lake models

Model Name/source Notes Details Applications

AQUASIM tu 15, 31 15, 31, 32

DLM Dynamic Lake Model tu 23 7,23, 24,27, 33

DYRESM Dynamic Reservoir Simulation Model tu 14, 21 1,5, 6, 14,16, 17,18, 22, 26, 35, 36
MINLAKE Minnesota Lake Model adv/dif 9, 20, 25 8,9,10,11,12,13,19, 34

Other adv/diff 4, 30, 37 2,3,4,30,37

Other tu 28 28,29

tu: turbulent transport model; adv/diff: calibrated advection/diffusion transport model.
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. Balistrieri LS, Tempel RN, Stillings LL, and Shevenell LA (2006) Modeling spatial and temporal variations in temperature and salinity during stratification

and overturn in Dexter Pit Lake, Tuscarora, Nevada, USA. Applied Geochemistry 21(7): 1184-1203.

. Bell VA, George DG, Moore RJ, and Parker J (2006) Using a 1-D mixing model to simulate the vertical flux of heat and oxygen in a lake subject to

episodic mixing. Ecological Modelling 190(1-2): 41-54.

. Bonnet MP and Poulin M (2004) DyLEM-1D: A 1D physical and biochemical model for planktonic succession, nutrients and dissolved oxygen cycling

application to a hyper-eutrophic reservoir. Ecological Modelling 180(2-3): 317-344.

Bonnet MP, Poulin M, and Devaux J (2000) Numerical modeling of thermal stratification in a lake reservoir. Methodology and case study. Aquatic
Sciences 62(2): 105-124.

Bruce LC, Hamilton D, Imberger J, Gal G, Gophen M, Zohary T, and Hambright KD (2006) A numerical simulation of the role of zooplankton in C, N and
P Cycling in Lake Kinneret, Israel. Ecological Modelling 193(3-4): 412-436.

Campos H, Hamilton DP, Villalobos L, Imberger J, and Javam A (2001) A modelling assessment of potential for eutrophication of Lake Rinihue, Chile.
Archiv Fur Hydrobiologie 151(1): 101-125.

Coats R, Perez-Losada J, Schladow G, Richards R, and Goldman C (2006) The warming of Lake Tahoe. Climatic Change 76(1-2): 121-148.

. Fang X and Stefan H G (1996) Long-term lake water temperature and ice cover simulations/measurements. Cold Regions Science and Technology

24(3): 289-304.

. Fang X and Stefan HG (1997) Development and validation of the water quality model MINLAKE96 with winter data, Project Report No. 390,

33 pp. Minneapolis, MN: St. Anthony Falls Laboratory, University of Minnesota.
Fang X and Stefan HG (1998) Temperature variability in lake sediments. Water Resources Research 34(4): 717-729.

. Fang X and Stefan HG (1999) Projections of climate change effects on water temperature characteristics of small lakes in the contiguous US. Climatic

Change 42(2): 377-412.

Fang X, Stefan HG, and Alam SR (1999) Simulation and validation of fish thermal DO habitat in north-central US lakes under different climate scenarios.
Ecological Modelling 118(2-3): 167-191.

Fang X, Stefan HG, Eaton JG, McCormick JH, and Alam SR (2004) Simulation of thermal/dissolved oxygen habitat for fishes in lakes under different
climate scenarios — Part 1. Cool-water fish in the contiguous US. Ecological Modelling 172(1)

. Gal GJ, Imberger T Zohary, Antenucci J, Anis A, and Rosenberg T (2003) Simulating the Thermal Dynamics of Lake Kinneret. Ecological Modelling 162

(1-2): 69-86.

Goudsmit GH, Burchard H, Peeters F, and Wuest A (2002) Application of k-epsilon turbulence models to enclosed basins: The role of internal seiches.
Journal of Geophysical Research-Oceans 107(C12): 13.

Hamblin PF, Stevens CL, and Lawrence GA (1999) Simulation of vertical transport in mining pit lake. Journal of Hydraulic Engineering-ASCE 125(10):
1029-1038.

Hamilton DP, Hocking GC, and Patterson JC (1997) Criteria for selection of spatial dimension in the application of one- and two-dimensional water
quality models. Mathematics and Computers in Simulation 43(3-6): 387-393.

Han BP, Armengol J, Garcia JC, Comerma M, Roura M, Dolz J, and Straskraba M (2000) The thermal structure of Sau Reservoir (NE: Spain):
A simulation approach. Ecological Modelling 125(2-3): 109-122.

Herb WR and Stefan HG (2005) Dynamics of vertical mixing in a shallow lake with submersed macrophytes. Water Resources Research 41(2): 14.
Hondzo M and Stefan HG (1993) Lake water temperature simulation model. Journal of Hydraulic Engineering-ASCE 119(11): 1251-1273.

. Imberger J and Patterson JC (1981) A dynamic reservoir simulation model: DYRESM 5. In Fischer HB (ed.) Transport Models for Inland and Coastal

Waters, pp. 310-361. New York: Academic Press.

Kusakabe M, Tanyileke GZ, McCord SA, and Schladow SG (2000) Recent pH and CO, profiles at Lakes Nyos and Monoun, Cameroon: Implications for
the degassing strategy and its numerical simulation. Journal of Volcanology and Geothermal Research 97(1-4): 241-260.

McCord SA and SG Schladow (1998) Numerical Simulations of Degassing Scenarios for CO,-Rich Lake Nyos, Cameroon. Journal of Geophysical
Research-Solid Earth 103(B6): 12355-12364.

McCord SA, Schladow SG, and Miller TG (2000) Modeling Artificial Aeration Kinetics in Ice-Covered Lakes. Journal of Environmental Engineering-
ASCE 126(1): 21-31.

Riley MJ and Stefan HG (1988) MINLAKE - A dynamic lake water-quality simulation-model. Ecological Modelling 43(3-4): 155-182.

Romero JR, Antenucci JP, and Imberger J (2004) One- and three-dimensional biogeochemical simulations of two differing reservoirs. Ecological
Modelling 174(1-2): 143-160.

Rueda FJ, Fleenor WE, and de Vicente | (2007) Pathways of river nutrients towards the euphotic zone in a deep-reservoir of small size: Uncertainty
analysis. Ecological Modelling 202(3-4): 345-361.

Sahlberg J (2003) Physical modelling of the Akkajaure reservoir. Hydrology and Earth System Sciences 7(3): 268-282.

Sahlberg J and L Rahm (2005) Light limitation of primary production in high latitude reservoirs. Hydrology and Earth System Sciences 9(6): 707-720.
Salencon MJ (1997) Study of the thermal dynamics of two dammed lakes (Pareloup and Rochebut, France), using the EOLE model. Ecological
Modelling 104(1): 15-38.
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. Schmid M, Lorke A, Wuest A, Halbwachs M, and Tanyileke G (2003) Development and sensitivity analysis of a model for assessing stratification and

safety of Lake Nyos during artificial degassing. Ocean Dynamics 53(3): 288-301.
32. Schmid M, Halbwachs M, and Wuest A (2006) Simulation of CO, concentrations, temperature, and stratification in Lake Nyos for different degassing

scenarios. Geochemistry Geophysics Geosystems 7: 14.

33. Sherman B, Todd CR, Koehn JD, and Ryan T (2007) Modelling the impact and potential mitigation of cold water pollution on Murray cod populations
downstream of Hume Dam, Australia. River Research and Applications 23(4): 377-389.
34. Stefan HG, Fang X, and Hondzo M (1998) Simulated climate change effects on year-round water temperatures in temperate zone lakes. Climatic

Change 40(3-4): 547-576.

35. Straskraba M and Hocking G (2002) The effect of theoretical retention time on the hydrodynamics of deep river valley reservoirs. International Review of

Hydrobiology 87(1): 61-83.

36. Wallace BB and Hamilton DP (2000) Simulation of water-bloom formation in the cyanobacterium Microcystis aeruginosa. Journal of Plankton Research

22(6): 1127-1138.

37. Wiese BU, Palancar MC, Aragon JM, Sanchez F, and Gil R (2006) Modeling the Entrepenas Reservoir. Water Environment Research 78(8): 781-791.

circulation velocities (i.e., the time over which inertia
can be expected to keep water moving). However,
a lake model with temperature initial condition that
does not reflect the initial real-world stratification
cannot recover through spin-up.

Calibration

Ideally, hydrodynamic models should not require
calibration; i.e., with sufficient data for boundary
conditions, initial conditions and turbulence coeffi-
cients, a model should adequately represent the phys-
ics of the real system. Unfortunately, our data and
parameterizations are often inadequate. Calibration
may be either through adjusting turbulence coeffi-
cients (e.g., the various ‘¢’ values in a k-epsilon
model) or by adjusting boundary conditions. Mode-
lers often jump straight into adjusting a turbulence
model rather than examining the sensitivity of the
model to inaccuracies in the boundary conditions.
For example, wind-driven lakes may have unknown
spatial gradients of the wind, or the wind sensor may
be biased (e.g., in the wind shadow of a building). If
the applied wind data under-predicts the actual wind
forcing, then calibrating the turbulence model could
lead to the ‘right’ answer for the wrong reason! There
should be evidence that the calibrated process is the
data mismatch problem (not just the solution). Fur-
thermore, naive calibration of turbulence coefficients
can lead to unphysical values (e.g., an efficiency
greater than unity should be a warning sign that
something has been missed).

Hydrostatic Approximation

Horizontal length scales are larger than vertical scales
in lakes and reservoirs, so the hydrostatic approxima-
tion is generally employed. This approximation
neglects vertical acceleration (Ju3/0t) and non-

hydrostatic pressure gradients (OP,,/0x;). Note that
vertical transport may be reasonably represented in a
hydrostatic model, even while vertical acceleration is
neglected. Vertical transport has multiple causes: con-
tinuity applied to divergence/convergence in the hori-
zontal plane, turbulent mixing, and vertical inertial
effects; only the latter is hydrostatically neglected.

Although large-scale free surface motions and the
resulting circulations are well-represented by a hydro-
static model, internal seiches are more problematic.
Tilting of a pycnocline (e.g., a thermocline) may be
relatively steep and ensuing basin-scale waves may
evolve in a nonhydrostatic manner. However in a
hydrostatic model, the numerical dispersion errors
may mimic nonhydrostatic behavior. Thus, physically
correct wave dispersion may be serendipitously
achieved when numerical dispersion is similar to
physical dispersion. Such results must be used with
caution as they are highly grid-dependent and the
serendipitous confluence of errors may disappear
when the model grid is refined. When model results
show greater disagreement with the physical world as
the model grid is made finer, this type of error may be
a suspect.

Applying nonhydrostatic models for large-scale
natural systems requires significantly more computa-
tional time, model complexity, and modeling exper-
tise than for similar hydrostatic models. An extremely
fine model grid and time step is necessary resolve
vertical accelerations and nonhydrostatic pressure
gradients. Nonhydrostatic lake and ocean models
are actively under development, but their widespread
application is not imminent.

Model Grid
Overview

Hydrodynamic modeling requires discretizing physi-
cal space on a model grid. The size and characteristics
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Table 2 Examples of 2D hydrodynamic lake models

Model Name/Source Notes Details Applications
CE-QUAL-W2 U.S. Army Corps of Engineers fd, la, Ca 1,2,3,7,8,9, 10, 17,
19, 20, 21, 24

RMA2 Research Management fe, da, cu 14, 23

Associates
HYDROSIM Hydrodynamic Simulation fe, da, cu 11 18

Model
others la 5, 26 5,12,13, 26
others da 4,16, 22 4,6, 16, 22

Numerical Method: fd = finite difference; fe = finite element
Horizontal Grid: Ca = Cartesian grid; cu = curvilinear grid
2D form: da = depth-averaged; la = laterally-averaged
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Adams WR, Thackston EL, and Speece RE (1997) Modeling CSO impacts from Nashville using EPA’s demonstration approach. Journal of Environ-
mental Engineering-ASCE 123(2): 126-133.

. Bartholow J, Hanna RB, Saito L, Lieberman D, and Horn M (2001) Simulated limnological effects of the Shasta Lake temperature control device.

Environmental Management 27(4): 609-626.

. Boegman L, Loewen MR, Hamblin PF, and Culver DA (2001) Application of a two-dimensional hydrodynamic reservoir model to Lake Erie. Canadian

Journal of Fisheries and Aquatic Sciences 58(5): 858-869.

. Borthwick AGL, Leon SC, and Jozsa J (2001) Adaptive quadtree model of shallow-flow hydrodynamics. Journal of Hydraulic Research 39(4): 413-424.
. Botte V and Kay A (2000) A numerical study of plankton population dynamics in a deep lake during the passage of the Spring thermal bar. Journal of

Marine Systems 26(3-4): 367-386.

. Boudreau P, Leclerc M, and Fortin GR (1994) Modelisation Hydrodynamique du lac Saint-Pierre, fleuve Saint-Laurent: I'influence de la vegetation

aquatique. Canadian Journal of Civil Engineering 21(3): 471-489.

. Gelda RK and Effler SW (2007) Modeling turbidity in a water supply reservoir: Advancements and issues. Journal of Environmental Engineering-ASCE

133(2): 139-148.
Gelda RK and Effler SW (2007) Testing and application of a two-dimensional hydrothermal model for a water supply reservoir: implications of
sedimentation. Journal of Environmental Engineering and Science 6(1): 73-84.

. Gu RR and Chung SW (2003) A two-dimensional model for simulating the transport and fate of toxic chemicals in a stratified reservoir. Journal of

Environmental Quality 32(2): 620-632.
Gunduz O, Soyupak S, and Yurteri C (1998) Development of water quality management strategies for the proposed Isikli reservoir. Water Science and
Technology 37(2): 369-376.

. Heniche M, Secretan Y, Boudreau P, and Leclerc M (2000) A two-dimensional finite element drying-wetting shallow water model for rivers and

estuaries. Advances in Water Resources 23(4): 359-372.

Holland PR, Kay A, and Botte V (2001) A numerical study of the dynamics of the riverine thermal bar in a deep lake. Environmental Fluid Mechanics
1: 311-332.

Holland PR, Kay A, and Botte V (2003) Numerical modelling of the thermal bar and its ecological consequences in a river-dominated lake. Journal of
Marine Systems 43(1-2): 61-81.

Jennings AA (2003) Modeling sedimentation and scour in small urban lakes. Environmental Modelling & Software 18(3): 281-291.

. Kim Y and Kim B (2006) Application of a 2-dimensional water quality model (CE-QUAL-W?2) to the turbidity interflow in a deep reservoir (Lake Soyang,

Korea). Lake and Reservoir Management 22(3): 213-222.

Kramer T and Jozsa J (2007) Solution-adaptivity in modelling complex shallow flows. Computers & Fluids 36(3): 562-577.

Kuo JT, Lung WS, Yang CP, Liu WC, Yang MD, and Tang TS (2006) Eutrophication modelling of reservoirs in Taiwan. Environmental Modelling &
Software 21(6): 829-844.

Martin C, Frenette JJ, and Morin J (2005) Changes in the spectral and chemical properties of a water mass passing through extensive macrophyte beds
in a large fluvial lake (Lake Saint-Pierre, Quebec, Canada). Aquatic Sciences 67(2): 196-209.

Martin JL (1988) Application of two-dimensional water-quality model. Journal of Environmental Engineering-ASCE 114(2): 317-336.

Nestler JM, Goodwin RA, Cole TM, Degan D, and Dennerline D (2002) Simulating movement patterns of blueback herring in a stratified southern
impoundment. Transactions of the American Fisheries Society 131(1): 55-69.

. Saito L, Johnson BM, Bartholow J, and Hanna RB (2001) Assessing ecosystem effects of reservoir operations using food web-energy transfer and

water quality models. Ecosystems 4(2): 105-125.

Sanmiguel-Rojas E, Ortega-Casanova J, del Pino C, and Fernandez-Feria R (2005) A Cartesian grid finite-difference method for 2D incompressible
viscous flows in irregular geometries. Journal of Computational Physics 204(1): 302-318.

Shrestha PL (1996) An integrated model suite for sediment and pollutant transport in shallow lakes. Advances in Engineering Software 27(3): 201-212.
Sullivan AB, Jager HI, and Myers R (2003) Modeling white sturgeon movement in a reservoir: The effect of water quality and sturgeon density.
Ecological Modelling 167(1-2): 97-114.

Wu RS, Liu WC, and Hsieh WH (2004) Eutrophication modeling in Shihmen Reservoir, Taiwan. Journal of Environmental Science and Health
Part A-Toxic/Hazardous Substances & Environmental Engineering 39(6): 1455-1477.

Young DL, Lin QH, and Murugesan K (2005) Two-dimensional simulation of a thermally stratified reservoir with high sediment-laden inflow. Journal of
Hydraulic Research 43(4): 351-365.
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Table 3 Examples of 3D hydrodynamic lake models

Model Name Notes Details Applications

CH3D Curvlinear Hydrodynamics in 3-Dimensions cfd, cu, zl/ 10, 34 16
sg, ms

EFDC Environmental Fluid Dynamics Code cfd, cu, zl, 9,12,13, 14,15
ms

ELCOM Estuary and Lake Computer Model cfd, Ca, zl,si 11 2,7,8,11,17,18,19, 20, 21, 23,

25, 26, 27, 28
GLLVHT Generalized Longitudinal Lateral Vertical Hydrodynamic fd, cu, we, si 24, 36
and Transport Model
POM; Princeton Ocean Model; Estuary and Coastal Ocean cfd, cu, sg/ 1 1,3, 4,5, 383, 35,37
ECOM Model zl, ms/si
RMA10 Research Management Associates 10 fe, un, zl 6, 29
SI3D Semi-Implicit 3D cfd, cu, zl, si 31 30, 31, 32

Numerical Method: cfd — conservative finite difference; fd — finite difference; fe - finite element.
Horizontal Grid: Ca — Cartesian grid; cu — curvilinear grid; un — unstructured grid.
Time-stepping: ms — mode-splitting; si — semi-implicit.

Vertical Grid: zl — z-level vertical grid; sg — sigma grid.
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of the grid determine the scales of what a model can
and cannot represent. In the horizontal plane, there
are three grid systems: Cartesian, curvilinear, and
unstructured. For models including a vertical dimen-
sion, the vertical grid may be terrain-following (sigma
coordinate), Cartesian (z-level) or isopycnal (Lagrang-
ian). Unstructured grids can also be used in the vertical
plane, but have not been widely adopted.

Grid Size and Convergence

The local grid size controls the ‘resolution’ of local
processes; e.g., a single grid cell has only a single
velocity on a simple Cartesian finite-difference grid.
Thus, the grid mesh is a top-level control on the
resolvable physics and transport. For example, if
only two grid cells are used across a narrow channel
the transport may be theoretically either unidirec-
tional or bidirectional; however, two grid cells cannot
represent a deep center channel flow with return
flows along both shallow banks. A useful exercise is
to consider how many grid cells are necessary to
represent 1.5 periods of a sine wave: although three
cells is clearly the minimum, the resulting discrete
pattern will not be particularly sinusoidal. Arguably,
10-15 grid cells should be the minimum resolution
for most important flow features. An effective model
grid resolves the key physical features at practical
computational cost. Grid design should be an itera-
tive process wherein model results at different grid
scales are compared to gain insight into model perfor-
mance. A model grid is ‘converged’ when further grid
refinement does not significantly change model

results. Unfortunately, obtaining a converged grid is
not always practical; indeed, most large-scale models
suffer from insufficient grid resolution. Such models
may still have validity, but grid-scale effects may
dominate physical processes.

Horizontal Grid Systems

Cartesian grids are obtained with a square or rectan-
gular mesh (Figure 4(a)). The mesh structure allows
simple model coding since a grid cell’s neighbors are
easily determined. For multidimensional models, sim-
ple Cartesian grids cannot be applied with fine reso-
lution in some regions and coarse resolution in others.
These deficiencies can be addressed with ‘plaid’
structured meshes (i.e., nonuniform Cartesian grid
spacing), domain decomposition or nested grid (e.g.,
quadtree) techniques. To use an efficient rectangular
mesh on a sinuous reservoir, the topography may be
straightened along the channel centerline before
applying the Cartesian mesh.

Curvilinear grids in the horizontal plane are
structured meshes (similar to a Cartesian grid) that
smoothly distort the quadrilateral elements through-
out horizontal space (Figure 4(b)). The distortion
between physical (x,y) space and curvilinear (¢,n)
space requires transformation of the governing equa-
tions. Curvilinear meshes allow fine grid resolution in
one area and coarse resolution in another, as long as
the mesh changes smoothly between regions. The
smoothness and orthogonality of the mesh (as seen
in physical space) will affect the model solution. Rea-
sonable rule-of-thumb criteria are (1) adjacent grid
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Table 4 Model applications

Lake

1D 2D

3D

Akkajaure Reservoir (Sweden)
Lake Alpnach (Switzerland)
Lake Baldegg (Switzerland)
Lake Balaton (Hungary)

Lake Baikal (Russia)
Bassenthwaite Lake (UK)
Lake Belau (Germany)

Lake Beznar (Spain)

Brenda Pit Lake (Canada)
Brownlee Reservoir (USA)
Lake Burragorang (Australia)
Cheatham Lake (USA)

Clear Lake (USA)

Lake Constance (Germany/Switzerland)
Cummings Lake (Canada)
Dexter Pit Lake (USA)

East Dollar Lake (Canada)
Entrepenas Reservoir (Spain)
Lake Erie (Canada/USA)

Flint Creek Lake (USA)

Great Slave Lake (Canada)
Hartwell Lake (USA)

Hume Reservoir (Australia)
Isikli Reservoir (Turkey)
Kamploops Lake (Canada)
Lake Kinneret (Israel)

Lake Ladoga (Russia)

Lake Maracaibo (Venezuela)
Lake Michigan (Canada/USA)
Lake Monoun (Cameroon)
Mundaring Weir (Australia)
Lake Neusiedl

Lake Nyos (Cameroon)

Lake Ogawara (Japan)

Lake Okeechobee (USA)
Onondaga Lake (USA)

Orlik Reservoir (Czech Republic)
Otter Lake (USA)

Lake Paldang (South Korea)
Pareloup Reservoir (France)
Pavin Crater Lake (Canada)
Prospect Reservoir (Australia)
Lake Rinihue (Chile)

Rochebut Reservoir (France)
Lake Saint Pierre (Canada)
Salton Sea (USA)

Sau Reservoir (Spain)
Schoharie Reservoir (USA)
Lake Shasta (USA)

Lower Shaker Lake (USA)
Shihmen Reservoir (Taiwan)
Slapy Reservoir (Czech Republic)
Lake Soyang (Korea)

J. Strom Thurmond Lake (USA)
Lake Superior (Canada/USA)
Lake Tahoe (USA)

Te Chi Reservoir (Taiwan)
Tseng-Wen Reservoir (Taiwan)
Lake Victoria (Kenya/Tanzania/Uganda)
Villerest Reservoir (France)
Lake Washington (USA)
Wellington Reservoir (Australia)
Lake Yangebup (Australia)

28
15
15
5,12

22
27

24
26

24

24
37

33
10
13

22

16
22,23, 31, 32

35
19

30
16
26
30

18

35

3,4

36

26, 27, 28

30, 32
2

22
36
21

11,18, 20, 23
3

17,19

33

25

7
12,13, 14,15
1

24

5,37
31

35

Numbers correspond to notes from Tables 1, 2, and 3 for 1D, 2D and 3D models, respectively.
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Figure 4 Plan view illustrating different horizontal grid
systems.

cells should have increased/decreased volume by no
more than 10% and (2) off-orthogonal transforma-
tion metrics should be an order of magnitude smaller
than orthogonal metrics. Smooth curvilinear meshes
can be manually designed with simple drafting tools,
but stand-alone mesh creation software is generally
used. Some models require orthogonality or near-
orthogonality for the mesh, which severely constrains
mesh creation.

Unstructured grids in the horizontal plane are
composed of n-sided polygons (Figure 4(c)); trian-
gular and quadrilateral elements are typically pre-
ferred or required. An unstructured mesh is the
easiest for fitting complicated topography and argu-
ably has the greatest flexibility for providing fine
resolution in some areas with coarse resolution in
others. However, model solutions are still affected
by local gradients of grid cell volume and grid
orthogonality. Creating a good unstructured grid is
an art, requiring separate grid creation software and
a lengthy trial-and-error process. It is often neces-
sary to carefully examine model performance on
several different unstructured grids to gain an
understanding of how different grid choices affect
the solution. Finite difference and finite volume
models for unstructured meshes are relatively recent
developments, but have not yet seen extensive use in
lakes or reservoirs.

Sigma coordinate

%

Isopycnal coordinate

2

(©) 7

Figure 5 Elevation view illustrating different vertical grid
systems relative to a stratified lake with warm (red) surface water,
thermocline (yellow) and cooler (blue) hypolimnetic water.

Vertical Grid Systems

Z-level grids are the simplest vertical system, using
layers with whose thickness is uniform across the
horizontal plane (Figures 5(a)). Layer thicknesses
may vary in the vertical, but should do so smoothly
(i.e., no more than about 10% expansion of thickness
in adjacent layers). Z-level grids are generally pre-
ferred for 2D and 3D lake models due to their sim-
plicity. A disadvantage is that steep bottom slopes are
represented as discrete stair steps, which distorts
along-slope flow. Coupling a 2D- or 3D-model with
a benthic boundary layer model can overcome the
stair-step problem, albeit by increasing model com-
plexity and introduction of empiricism and ad hoc
coupling mechanisms.

Sigma-coordinate (terrain following) vertical grid
systems are commonly used in oceanic-scale model-
ing (e.g., the Great Lakes), but have significant draw-
backs for inland waters. Sigma-coordinate systems
divide each water column into a fixed number of
layers, resulting in thick layers in deep water and
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thin layers in shallow water (Figures 5(b)). For slop-
ing boundaries, the sigma-coordinate system must be
truncated or a singularity occurs where the depth goes
to zero. Sigma-coordinates are preferred for modeling
along-slope processes, but may distort internal wave
dynamics along the slope.

Isopycnal coordinate systems require a moving
grid that tracks the Lagrangian movement of pre-
defined isopycnals (Figures 5(c)). This approach is
common for 1D lake models as a means of easily
tracking stratification creation and destruction. Mul-
tidimensional isopycnal models have been developed
for ocean simulations to limit numerical diffusion
that otherwise weakens stratification; these models
have not seen wide application in lakes or reservoirs.

Time Step

Unsteady models take an initial density/velocity field
and advance these forward in time (subject to the
boundary conditions of the system). A model that is
stable at a large time step is often prized as being
more computationally efficient. The model time step
is generally limited by a Courant-Lewy—Friedrichs
(CFL) condition, defined as uatax~' < C,, where u
is a velocity (fluid or wave), At is the time step, Ax is
the grid spacing (in the same direction as #), and C,, is
a constant that depends on the numerical method
(typically C,<1). Some models also have a viscous
limitation controlled by the turbulent vertical eddy
viscosity (v,) such that v, At Az72 < C,. It is possible
to design stable numerical methods for C,>1 or
C, > 1; however stability at large time step does not
imply accuracy. For example, a reservoir that is 10 m
deep x 10 km length will have a surface seiche period
of ~30 min; the physics of this seiche cannot be mod-
eled with a 20 min time step, even if the model is
stable. Thus, the model time step should be chosen
both for model stability and to accurately resolve
the time-scale of processes. In particular, a large
model time step will mask the cumulative effect of
nonlinearities from short-time-scale processes.

Numerical Methods

There are three basic methods for discretizing the
governing equations on a model grid; in order of
increasing complexity these are: (1) finite difference,
(2) finite volume, and (3) finite element. Finite differ-
ence methods represent spatial derivatives by discrete
gradients computed from neighboring grid cells.
Finite volume methods pose an integral form of the
governing equations for conservative cell-face fluxes.
Both finite difference and volume methods provide a
set of discrete algebraic equations representing the

continuous governing equations. For a model with a
sufficiently refined grid and time step, the solution of
the discrete equations is an approximate solution
of the continuous equations. In contrast, finite ele-
ment methods directly approximate the solution of
the governing equations rather than the governing
equations themselves. Finite element methods are
often characterized as being appropriate for unstruc-
tured grids, whereas finite difference methods are
often characterized as appropriate for structured
grids; this outdated canard needs to be put to rest.
Finite difference and finite volume methods have both
been successfully applied on unstructured grids, and
finite element methods can also be successfully
applied to structured grids. The choice of grid and
numerical method are entirely independent in model
development. However, most models are designed for
only one type of grid.

The finite element method is mathematically
appealing but requires considerable computational
effort, especially for density-stratified flows. Because
temperature gradients are directly coupled to momen-
tum through density and hydrostatic pressure gradi-
ents, a pure finite element discretization requires
simultaneous solution of momentum, temperature
transport, and an equation of state. As a further
complication, global and local conservation is not
always achieved in finite element methods; i.e., local
scalar transport fluxes into and out of an element may
only approximately balance the scalar accumulation
in the element, and the integrated global scalar con-
tent may not be conserved. These effects can create
problems for water quality models that are directly
coupled to finite element hydrodynamic models as
source/sink water quality terms may be dominated
by numerical nonconservation. Note that consistent
finite element methods may be implemented for
global scalar conservation, but many existing codes
have not been tested or proven consistent.

Finite difference and finite volume methods are con-
ceptually quite different, but may be very similar in
the model code. Finite differences are often described
as point-based discretizations, whereas finite-volume
methods are described as cell-based. However, most
multidimensional hydrodynamic models apply a hybrid
approach: momentum is discretized with finite differ-
ences, but continuity is discretized on a staggered grid,
which is discretely equivalent to a volume integral
(i.e., a finite volume approach). Thus, these hybrid
or ‘conservative finite difference’ methods ensure
exact volume conservation for fluxes into and out
of a grid cell. This exact local and global scalar trans-
port conservation, along with their simplicity, has
made these methods the most popular 3D-modeling
approaches.
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Order of Accuracy

Multidimensional models are often judged by the
‘order of accuracy’ of their time and space discretiza-
tions for the governing equations. This order reflects
how the error changes with a smaller time step or
smaller grid spacing. For example with 2nd-order
spatial discretization, model error reduces by two
orders of magnitude for each magnitude reduction
in grid size. Higher-order methods are generally pre-
ferred, although they are more computationally
expensive than low-order methods for the same num-
ber of grid cells. There is a trade-off when computa-
tional power is limited: a higher-order method may
only be possible with a larger time step and/or grid
cell size than a lower-order model. It is generally
thought that for converged grids the absolute error
of a higher-order method on a coarse grid will be less
than the absolute error of a lower-order method on a
fine grid. However, this idea presupposes that both
the model grids provide converged solutions. When
the grid cannot be fully converged due to com-
putational constraints (often the case for practical
problems), the comparative efficiency of high-order
or low-order methods must be determined by
experimentation.

As a general rule, 1st-order spatial discretizations
(e.g., simple upwind) are too numerically diffusive for
good modeling. Spatial discretizations that are 2nd-
order (e.g., central difference) often have stability
issues, so 3rd-order (e.g., QUICK) is generally pre-
ferred. The best 3rd-order spatial methods include
some form of flux limiting (e.g., TVD or ULTIMATE)
to reduce unphysical oscillations at sharp fronts.
Fourth-order and higher spatial discretization meth-
ods can be found in the numerical modeling litera-
ture, but have not been applied in any common lake
models.

For time discretizations, 2nd-order methods (e.g.,
Crank-Nicolson) are preferred, but many models are
only 1Ist-order due to the complexity of higher-order
methods. In general, if one process is modeled with a
1st-order time-advance, then the entire scheme is 1st-
order. As a note of caution, some semi-implicit 2nd-
order methods may be only 1st-order accurate (albeit
stable) for CFL > 1.

Model Errors

We separate the idea of ‘model error’ from ‘data
error’; the latter is associated with incorrect or
unknown boundary/initial conditions, while the for-
mer is inherent in the model itself. Model errors are
not randomly distributed. Instead, models provide an

exact solution of an approximation of the governing
equations, so the errors are determined by the discrete
approximations. Three different types of fundamen-
tal errors will occur in any sufficiently complicated
transport field: numerical diffusion of mass, numeri-
cal dissipation of energy and numerical dispersion of
waves.

Numerical diffusion of mass occurs when advec-
tion of a sharp density gradient causes the gradient to
weaken (as if mass diffusivity were greater). In a
stable model, this error is has a net bias towards
weakening sharp gradients and can be a significant
problem for representing the evolution of stratifica-
tion when an active internal wave field is modeled.

Numerical dissipation of energy occurs when
momentum is numerically diffused (as if viscosity
were greater). This effect is generally referred to as
‘numerical viscosity’. It typically occurs near sharp
velocity gradients and tends to weaken the gradients.
A stable model requires nonnegative numerical dissi-
pation, as negative (or anti-) dissipation leads to posi-
tive feedback and the exponential growth of kinetic
energy (i.e., the model ‘blows up’).

Numerical dispersion of waves occurs when a
model propagates a wave component (free surface
or internal) at the wrong speed. This effect can have
interesting consequences for hydrostatic models (as
discussed in Hydrostatic Approximation above).

In general, higher-order models have smaller
errors, but may lead to antidiffusion (i.e., artificial
resharpening of a gradient) or antidissipation (i.e.,
artificial increase in energy) that can destabilize a
model. For any model to be reliable, the numerical
diffusion of mass should be an order of magnitude
smaller than turbulent mixing, and numerical dissipa-
tion of energy should be an order of magnitude less
than turbulent dissipation.

Modeling Turbulence and Mixing

The governing equations for lake and reservoir
hydrodynamic modeling are generally the Reynolds-
Averaged Navier Stokes (RANS) equations, although
some Large-Eddy Simulation (LES) methods may be
suitable for future applications. With either method,
processes smaller than the grid and time scales are
empirically-modeled rather than directly simulated.
Local values for eddy viscosity and eddy diffusivity
are generally used to represent the nonlinear turbu-
lent advection of momentum (viscosity) and scalars
(diffusivity). As turbulence varies in both time and
space, constant and uniform values of eddy viscosity
are rarely appropriate. In particular, the ability of
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stratification to suppress vertical turbulence and mix-
ing leads to nonuniform profiles with near-zero
values at strong stratifications. A wide variety of
RANS turbulence models are in use, the most popular
being k—¢, k—I, and mixed-layer approaches, which
must be modified to account for stratification.
Performance of turbulence models may be highly
dependent on the model grid resolution, so grid
selection must be combined with selection of the
appropriate turbulence model and settings. A key
difficulty is that discretization on a coarse model
grid (often required due to computational con-
straints) leads to high levels of numerical dissipa-
tion and diffusion. Indeed, it is not unusual to find
that the model error dominates the turbulence
model, particularly in the horizontal flow field.
The relative scales of numerical dissipation and
diffusion may also have an impact. If numerical
dissipation is dominant, then internal waves may
be damped before they cause significant numerical
diffusion of mass. Thus, a 2D- or 3D-model that
artificially damps internal waves may provide a
‘better’ long-term representation of the thermocline,
but at the cost of poorly representing the 2D or 3D
transport processes!

Similarities and Differences between
Lake and River Modeling

Although the focus of this article is on lake models,
many of the underlying discussions of model types
and errors are equally applicable to river modeling.
Such models can also be 1D, 2D, or 3D, may be
hydrostatic or nonhydrostatic, and have difficulties
with turbulence modeling and grid resolution (espe-
cially at finer scales). River models are perhaps
easier to validate because there is a single major
flux direction (downstream) that quantitatively
dominates the hydrodynamics; this directionality
is in dramatic contrast to the unsteady oscillatory
forcings in a lake that make collecting sufficient
validation data a complex and time-consuming
task. On the other hand, the higher flow rates typical
of rivers lead to bed motion and sediment trans-
port that may strongly affect the flow patterns. At
high flows, rivers may be geomorphically active
and the use of simple fixed-bed models (appropriate
for lakes over shorter time scales) may be entirely
unsuitable. Thus, knowledge gained in lake model-
ing cannot always be transferred directly to rivers
or vice versa — each discipline has its own key
challenges. For lakes, modeling evolving tempera-
ture stratification is the critical requirement; for

a river model, the correct representation of the
riverbed geometry and its geomorphologic evolution
is critical.

Summary and Future Directions

Selecting whether to use a 1D-, 2D-, or 3D-model
depends on the water body, available computational
power, available field data and the type of answers
desired. Applying 1D-models is always fastest and
simplest, whereas 3D-models are computationally
intense and require the greatest user skill and effort.
2D- and 3D-models need extensive field data to drive
spatially-varying model boundary conditions and pro-
vide validation. In contrast, 1D-models need less
extensive boundary condition data, but may require
field studies to parameterize variability in the averaged
directions. Whether a 3D-model is ‘better’ than a
1D-model will depend on the physics of interest. For
example, if the physics of internal waves in a lake are
unknown, a 3D-model may be needed to understand
their effects. However, if the basic internal wave phys-
ics are already understood, then a 1D lake model
(appropriately parameterized) may be adequate. The
ideal conjunction of 1D and 3D lake models has yet to
be attempted: the strength of 3D-models lies in quan-
tifying the short-time, space-varying lake response to
an event. Theoretically, such a model could be used
to develop better parameterizations of 1D-models,
increasing our understanding of how short-term events
modify longer-term system behavior.

In considering hydrodynamic models coupled
to water quality models, the ability to adequately
capture bulk transport of hydrodynamic fields (e.g.,
velocity, temperature) should not be taken as proof of
the ability to capture greater complexities in scalar
biogeochemical distributions. Modeling the tempera-
ture is relatively easy because the problem is bounded
and provides negative feedback. That is, lake tem-
peratures are typically between 4 and 35 °C with the
warm side facing up, and any attempt to turn the
warm side downwards leads to horizontal density
gradients and pressure forces that oppose overturn-
ing. Similarly, warming of the lake surface leads to
increased heat loss to the atmosphere, which tends
to moderate and limit errors. Velocity is also subject to
large-scale forcing (wind) and is a bounded problem
as unphysically large velocities will cause a model to
blow up. Furthermore, dissipation is a limiting mech-
anism that works everywhere and at all times to bring
the velocity towards zero. Thus, both velocity and
temperature have preferred ‘rest’ states and model
error cannot accumulate indefinitely without the
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results becoming obviously wrong. In contrast, scalar
dispersion is driven by local turbulence and advec-
tion, without any global bounds to limit model error
accumulation. Thus, even while the large-scale veloc-
ity and temperature fields look reasonable, a model
may produce localized features that lead to unrealistic
transport of scalars. Even simple passive tracer trans-
port leads to complicated model-predicted gradient
features as illustrated in Figures 6 and 7 and asso-
ciated animations. Although such tracer fields illus-
trate model-predicted transport, there are relatively
few field studies or methods for effective validation.
These problems become even more pronounced for
water quality models as biogeochemical scalar con-
centrations (such as phytoplankton biomass) are
locally forced by nutrient concentrations, do not
have a preferred ‘rest’ state, and have source/sink
behaviors that may be affected by model transport
errors. As such, 2D and 3D hydrodynamic/water
modeling without validating field data should be con-
sidered cartoons that may be informative, but are also
speculative and may be simply wrong!

As computers grow more powerful, there is a
tendency to throw more grid cells at a system to
improve model results. However, as the model grid
is made finer, there is some point where neglect of the
nonhydrostatic pressure is inconsistent with the
grid scale — i.e., the model provides a better solution

Lake Kinneret ELCOM model
iso—surface 22C
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Model tracer
with
continuous
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western shore Day 169
in thermocline Hour 2300
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Figure 6 Modeled passive tracer concentrations in the
thermocline of Lake Kinneret for a tracer concentration of 1.0
continuously released from the western boundary. This tracer
motion is principally due to a basin-scale Kelvin wave.

to the wrong equations. As a reasonable rule of
thumb, if the horizontal grid scale is substantially
smaller than the local depth of water, then the hydro-
static approximation may be inappropriate. Where
internal wave evolution is important, nonhydrostatic
pressure gradients should be included in future mod-
els. Although nonhydrostatic models presently exist,
they have not yet been practically demonstrated for
large-scale lake modeling.

Model calibration should be used carefully and in
conjunction with sensitivity analyses. Indeed, the dif-
ference between an uncalibrated hydrodynamic
model and field data may provide greater insight
into the physical processes than a calibrated model.
A careful modeler will estimate the uncertainty in
various boundary conditions and conduct model sen-
sitivity tests to understand how the uncertainty may
affect results. Unnecessary calibration can be avoided
by gaining a better understanding of the model error
characteristics. Before applying any 3D-model to a
lake or reservoir, the model should be tested on 2D
rectangular domains at similar scales; e.g., simple
models of internal waves, river inflows, and wind-
driven mixing can provide relatively rapid insight
into the relationship between model error, grid scale,
time step and physics.

Lake Kinneret ELCOM model
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Figure 7 Modeled passive tracer concentrations in the
thermocline of Lake Kinneret for a tracer concentration of 1.0
continuously released from the eastern boundary. This tracer
motion is due to the combination of a Kelvin wave and a
2nd-mode Poincaré wave.
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The horizontal grid for lake models may be Carte-
sian, curvilinear, or unstructured; these methods have
different strengths, weaknesses and complexities,
such that the practical choice depends on the system,
model availability and the modeler’s bias. Where fine
grid resolution is needed over a part of a domain (e.g.,
littoral zones), future developmen