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PREFACE

The explosive growth of paleolimnology over the past two decades has provided impetus
for the publication of this series of monographs detailing the numerous advances and new
techniques being applied to the interpretation of lake histories. This is the second volume
in the series and deals mainly with physical and geochemical analytical techniques. Vol-
ume 1 (Last & Smol, 2001) examines the acquisition and archiving of cores, chronological
techniques, and large-scale basin analysis methods. Volumes 3 and 4 (Smol et al., 2001 a
& b) provide a comprehensive overview of the many biological techniques that are used in
paleolimnology. A fifth volume that is currently being prepared (Birks et al., in preparation)
examines statistical and data handling methods. It is our hope that these monographs will
provide sufficient detail and breadth to be useful handbooks for both seasoned practitioners
as well as newcomers to the area of paleolimnology. These books should also be useful to
non-paleolimnologists (e.g., limnologists, environmental scientists, archeologists, palynol-
ogists, geographers, geologists, etc.) who continue to hear and read about paleolimnology,
but have little chance to explore the vast and sometimes difficult to access journal-based
reference material for this rapidly expanding field. Although the chapters in these volumes
target mainly lacustrine settings, many of the techniques described can also be readily
applied to fluvial, glacial, marine, estuarine, and peatland environments.

The 15 chapters in this volume are organized into three major parts. The three chapters
in Part I provide an overview of the most common physical lithostratigraphy techniques.
Part II discusses geochemical and mineralogical approaches. The third part of this book
includes three chapters summarizing oxygen, carbon, and nitrogen isotopic techniques.
Following this is a comprehensive glossary and list of acronyms and abbreviations.

Many people have helped with the planning, development, and final production of this
volume. In addition to the hard work provided by the authors of these contributions, this
publication benefitted from the technical reviews furnished by our scientific colleagues,
many of whom remain anonymous. Each chapter was critically examined by two external
referees as well as the editors. In order to assure readability for the major target audience,
we asked many of our graduate students to also examine selected chapters; their insight and
questioning during the reviewing and editorial process are most gratefully acknowledged.
The staff of the Environmental, Earth and Aquatic Sciences Division of Kluwer Academic
Publishers are commended for their diligence in production of the final presentation. In
particular, we would also like to thank Ad Plaizier, Anna Besse-Lototskaya (Publishing
Editor, Aquatic Science Division), and Rene Mijs (former Publishing Editor, Biosciences
Division) for their long-term support of this new series of monographs and their interest
in paleoenvironmental research. Finally, we would like to thank our respective universities
and colleagues for support and encouragement during this project.
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AIMS AND SCOPE OF DEVELOPMENTS
IN PALEOENVIRONMENTAL RESEARCH BOOK SERIES

Paleoenvironmental research continues to enjoy tremendous interest and progress in the
scientific community. The overall aims and scope of the Developments in Paleoenvironmen-
tal Research book series are to capture this excitement and document these developments.
Volumes related to any aspect of paleoenvironmental research, encompassing any time
period, are within the scope of the series. For example, relevant topics include studies
focused on terrestrial, peatland, lacustrine, riverine, estuarine, and marine systems, ice
cores, cave deposits, palynology, isotopes, geochemistry, sedimentology, paleontology,
etc. Methodological and taxonomic volumes relevant to paleoenvironmental research are
also encouraged. The series will include edited volumes on a particular subject, geographic
region, or time period, conference and workshop proceedings, as well as monographs.
Prospective authors and/or editors should consult the series editors for more details. The
series editors also welcome any comments or suggestions for future volumes.
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SAFETY CONSIDERATIONS AND CAUTION

Paleolimnology has grown into a vast scientific pursuit with many branches and subdi-
visions. It should not be surprising, therefore, that the tools used by paleolimnologists are
equally diverse. Virtually every one of the techniques described in this book requires some
familiarity with standard laboratory or field safety procedures. In some of the chapters,
the authors have made specific reference to appropriate safety precautions; others have
not. The responsibility for safe and careful application of these methods is yours. Never
underestimate the personal risk factor when undertaking either field or laboratory inves-
tigations. Researchers are strongly advised to obtain all safety information available for
the techniques they will be using and to explicitly follow appropriate safety procedures.
This is particularly important when using strong acids, alkalies, or oxidizing reagents
in the laboratory or many of the analytical and sample collection/preparation instruments
described in this volume. Most manufacturers of laboratory equipment and chemical supply
companies provide this safety information, and many Internet and other library resources
contain additional safety protocols. Researchers are also advised to discuss their procedures
with colleagues who are familiar with these approaches, and so obtain further advice on
safety and other considerations.

The editors and publisher do not necessarily endorse or recommend any specific product,
procedure, or commercial service that may be cited in this publication.
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1. AN INTRODUCTION TO PHYSICAL AND GEOCHEMICAL
METHODS USED IN PALEOLIMNOLOGY

WILLIAM M. LAST (WM_Last@UManitoba.ca)
Department of Geological Sciences

University of Manitoba

Winnipeg, Manitoba

R3T2N2, Canada

JOHN P. SMOL (SmolJ@Biology.QueensU.Ca)
Paleoecological Environmental Assessment
and Research Lab (PEARL)

Department of Biology

Queen’s University

Kingston, Ontario
K7L 3N6, Canada

Paleolimnology is the study of past conditions and processes in lake and river basins and
the interpretation of the histories of these systems. It is a multidisciplinary science whose
roots extend back nearly two centuries. As pointed out by Gierlowski-Kordesch & Kelts
(1994), the scientific investigation of the history of lake basins was already an important
theme in the early 1800’s (e.g., Lyell, 1830; Agassiz, 1840), and played a significant role in
the development of early thoughts about glaciation and eustasy. Modern paleolimnology is
also a rapidly developing science that has seen tremendous progress over the past several
decades. It is now clear that lacustrine sediments and sedimentary rocks represent one of
the best archives for paleoenviromental information available within the entire realm of
terrestrial settings. Not only does paleolimnology assume a pivotal role in paleoclimatic
and global change investigations, but its importance and relevance are further enhanced
by the fact that lake sediments are hosts to a wide variety of economically valuable re-
sources. Moreover, recent lacustrine sediments provide an excellent means of monitoring
and tracking environmental contaminants.

This explosion of interest in lake deposits and the associated dramatic increase in pri-
mary literature devoted to paleolimnology of all types has been accompanied by an equally
rapid development and advance in the techniques and methods used in paleolimnological
research. Today paleolimnologists use a large range of often sophisticated instruments
and equipment in their studies, in addition to more traditional discipline-based field and
laboratory techniques. There are few other fields of science in which such a vast array of
interdisciplinary tools, methods, and techniques are involved. Paleolimnologists routinely
use and must have working knowledge of methods and tools normally within the realms

|
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2 WILLIAM M. LAST & JOHN P. SMOL

of agronomy and soil science, botany, chemistry and geochemistry, ecology, engineering,
geography, geology, hydrology, physics and geophysics, and zoology to name a few. It is
not surprising, therefore, that many of the advances in paleolimnological techniques have
come about because of new developments in these allied fields. Previous methodology
compilations and techniques monographs, such as Kummel & Raup (1965), Bouma (1969),
Carver (1971), Berglund(1986), Gray (1988), Tucker (1988), Warner (1990), and Rutter&
Catto (1995), were very important contributions to selected areas of paleolimnology. These
(and many others) continue to serve as essential handbooks. However, the development
of new and different methods for studying lake sediments, as well as advancements and
modifications to old methods, have provided impetus for a new series of monographs for
this rapidly expanding topic.

The objective of this volume is to provide a state-of-the-art summary of the major
physical, mineralogical, and geochemical laboratory techniques used in the study of la-
custrine deposits. Four additional books from this series deal with other components of
paleolimnology. Volume 1 (Last & Smol, 2001) summarizes the critical techniques and
methods used by paleolimnologists in field and sample/core collection, chronostratgraphy,
and large-scale basin analysis. Volumes 3 and 4 (Smol et al., 2001a, b) focus on the vastrange
of biological techniques that can be applied to the interpretation of lake histories. Although
chapters in each of these books discuss the quantitative aspects of lake sediment interpreta-
tions, a separate volume on statistical and data handling approaches in paleolimmnology is
currently in preparation (Birks et al., in preparation). Our intent with this series of volumes
is to provide sufficient methodological and technical detail to allow both practitioners and
newcomers to the area of paleolimnology to use them as handbooks/laboratory manuals
and as primary research texts.

Although we recognize that the study of pre-Quaternary lakes is a very rapidly growing
component in the vast arena of paleolimnology, this volume and the other three in this
series are directed primarily towards those involved in Quaternary lacustrine deposits and
Quaternary environmental change. Nonetheless, many of the techniques and approaches
are applicable to other time frames. Finally, we anticipate that many of the techniques
discussed in these volumes apply equally well to marine, estuarine, and other depositional
environments, although we have not specifically targeted non-lacustrine settings.

As illustrated in Figure 1, this volume addresses the techniques and methods used in the
investigation of mainly physical and chemical paleolimnological pursuits. The 15 chapters
are divided into three parts. Following this short introduction, Part I of this volume deals
with physical lithostratigraphic techniques. Much valuable paleoenvironmental information
can be deciphered from bedding characteristics of the sediment fill in a basin. Traditionally,
sedimentologists have generally approached this topic from a qualitative and largely visual
descriptive standpoint. However, the first two chapters in Part I highlight many of the new
methods that can be applied in preparation and analysis of well-bedded lacustrine deposits
(Kemp et al.) and in the techniques of obtaining quantitative information by computer-
assisted digital image analysis (Saarinen & Petterson). Methods of quantitatively examining
texture of the sediment, long considered one of the most fundamental descriptors of a
deposit, are summarized by Last.

Part II discusses mineralogical and geochemical techniques. In the first chapter of this
section, Boyle provides a comprehensive overview of the important topic of inorganic
geochemical analyses of lake sediments. Although inorganic geochemistry has enjoyed a
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long and profitable history of use in paleolimnology, the rapid development of analytical
instrumentation during the past few years has opened many new opportunities and avenues
of investigation. In addition to variations in the elemental composition of lake sediments,
changes in how these elements are chemically combined in a deposit are also important.
The techniques for mineralogical assessment of lake deposits are summarized by Last.
Crystals of minerals that originate by chemical precipitation within the water column or
within the pore spaces of the sediment column can contain fluid-filled vacuoles, or fluid
inclusions, which retain valuable information about past water compositions, temperatures
and other environmental parameters. Lowenstein & Brennan discuss the methods of fluid
inclusion research in paleolimnology and summarize the major advances that have taken
place in this rapidly developing field. The magnetic characteristics of a deposit can be used
to help establish a chronology and to assist in correlating the lacustrine sequence retrieved
at one site to that of another, topics that are covered in Volume | of this series. In addition,
the type, concentration and grain size of magnetic minerals found in lake sediments can be
used to better understand the variety of processes operating in the lake and its catchment
in response to changes in climate, human activity and limnology. Sandgren & Snowball
summarize the various analytical components and techniques of environmental magnetism.
Although organic matter comprises a relatively minor proportion of most lake deposits, this
organic content provides a wealth of information from a variety of indicators that can be
used to reconstruct paleoenvironments of lakes and their watersheds, and to infer histories
of regional climate change as summarized by Meyers & Teranes. The use of lake sediments
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to track contaminant loading of the environment through time and to help identify sources
of chemical pollutants is an extremely important application of paleolimnology that will
assume an even more critical role in the future. Blais & Muir review the analytical methods
for persistent organic pollutants (POPs) and summarize the processes that govern the fate
of these contaminants in the environment. Conventional chemical analyses of ‘organic
element’ components, such as carbon, nitrogen and phosphorus, in a core can be slow
and expensive. Korsman et al. discuss near-infrared spectrometry (NIRS), a method by
which stratigraphic fluctuations in organic molecules can be quantified in a rapid and
non-destructive manner. As the authors point out, the NIR spectra also have potential for
reconstruction of water chemistries and other environmental parameters from sediment
cores. Spheroidal carbonaceous particles (SCPs) and inorganic ash spheres (IASs), col-
lectively termed fly-ash particles, are produced from industrial combustion of fossil fuels.
Because they have no natural source, these particles make ideal stratigraphic markers. In
the final chapter of Part II, Rose examines the concepts and methodology of the use of
fly-ash particles in paleolimnological investigations.

Part III of this book discusses the techniques associated with the use of stable isotopes
in paleolimnology. Like chronostratigraphy, stable isotopes have many applications in lake
sediment studies. Our aim in this section was not to provide a comprehensive treatment of
all possible isotopic applications in paleoenvironmental research, but rather to highlight a
few of the most commonly used techniques that have been shown to yield useful paleo-
climatologic and paleohydrologic information. The first two chapters of Part III both deal
with carbon and oxygen isotope analyses. Ito provides a guide for the isotopic analysis of
lacustrine carbonates and examines some of the potential technical and interpretive pitfalls.
A complementary discussion of 8'*C and 8'*( of lake sediment cellulose is provided by
Wolfe et al. Finally, in the last chapter of the section, Talbot discusses the methodology and
application of nitrogen isotope geochemistry in paleolimnology.

Although we have assumed readers will have a basic knowledge of earth and environ-
mental science jargon, we have included a comprehensive glossary and list of acronyms and
abbreviations to assist with the large and perhaps unfamiliar vocabulary. This is followed
by a subject index.

As in many other areas of environmental earth science, the continued development of our
understanding of the histories of lake basins will depend on the interaction of specialists in
a wide range of disciplines. The tools and investigative techniques these specialists bring to
bear on the task of characterizing the sediments and fluids within these basins are continuing
to advance at a rapid pace. The applications and research avenues fronting paleolimnology
are immense, but so are the potential analytical and logistical problems. One of the greatest
challenges facing the next generation of paleolimnologists is to maintain the integrated
multidisciplinary approach to the study of lake sediments that has evolved over the past
decade. We see no evidence that the accelerated rate of progress that this field has enjoyed
will be slowing down in the near future. Many new approaches and applications are certainly
soon to be discovered, and will hopefully be covered in subsequent volumes of this series.
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Introduction

The first step in any investigation of a lacustrine paleo-archive is the detailed visual de-
scription of the core or outcrop section. This careful visual description accompanied by
core photography will usually form the basis for further studies and, most importantly, for
developing an analytical strategy for the investigation. In this chapter we give an account of
the further methods available for extending the visual description of bedding features from
the macroscopic to the microscopic. A number of case studies are included to illustrate
the various scenarios possible and strategies for identifying the origins of fabric elements.
The purpose of this chapter is to take the reader sequentially through the step by step
core description methods normally employed in the study of lacustrine sediments. While
many of the techniques and examples given have been employed on marine sediment cores
and reflect the experience of the authors, the methods are equally applicable to lacustrine
sediments. This compilation builds on previous work by the authors to which the reader is
also referred including Pike & Kemp (1996) and Dean et al. (1999).
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Approach

The initial approach and sequence of techniques employed in core description commences
with non-invasive photography and imaging and progresses through sequential sub-
sampling (Fig. 1). The primary objective of these combined approaches is to provide
information on the sequence and recurrence of depositional processes and events that have
produced the sediment record. The guiding principal is to use whatever techniques are
necessary to identify and interpret the bedding features within the core at whatever scale
they occur. It is worth bearing in mind that even in sediments that may appear outwardly
homogenous from visual examination, other techniques such as radiography may reveal fine
structure. It should also be emphasized that for sediments with millimetre-scale features
such as laminae, the production of thin sections is an essential prerequisite to further
understanding. Examples of how the approaches outlined may be applied to bedding feature
recognition are shown in Figure 2. Of course, our ideal scenario is to have a continuously
laminated sediment record, but commonly laminae are interupted by intervals that may
outwardly appear structureless or massive. A key step in interpretating such a record is
to identify whether the lack of laminae is due simply to bioturbation, or whether some
form of mass flow deposit is present. These two interpretations would form important
but contrasting input to paleoenvironmental analysis. The incidence of bioturbation gives
important information about the physical mixing ofthe lake and the history ofeutrophication
whereas the identification of mass flow deposits may inform about clastic sediment input
to the lake or paleoseismicity (e.g., Blais-Stevens, et al., 1997).

Photography and imagery of the core surface

Following coring and core splitting detailed visual core description is generally accom-
panied by photography and also digital imagery. Careful preparation of the core surface
is imperative and this is usually accomplished using the electro-osmotic knife (Chmelick,
1967, Schimmelmann et al., 1990) or by careful scraping with a sharp blade or micro-
scope slide. In addition to conventional core photography (accomplished using a tripod-
mounted camera in the field or on a photographic table under appropriate illumination in
the laboratory) color reflectance and digital imaging techniques may be employed.

Color reflectance

Traditional descriptions of core color using Munsell charts are time consuming and of
dubious value due to the variations in illumination and spectral response of the human
eye. Quantification of sediment color has been increasingly used in the systematic down-
core description of marine sediments (e.g., Nagao & Nakashima; 1992; Gersonde, et
al., 1999). The most commonly available and widely used method adopts the Minolta
spectrophotometer or chroma-meter which produces measurements in L* a* b* color space
(Nagao & Nakashima, 1992). These instruments are deployed hand-held or on a rail-guide
above the core. The minimum spot size (and therefore resolution) in commercially available
instruments is 4 mm. Other instruments with similar resolution include the Oregon State
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University spectral reflectometer (Mix et al., 1992). Color data can provide important in-
formation on compositional variation in the core including, forexample, carbonate content,
iron content, redox state.

Digital imaging

Digital imaging is a powerful and rapid technique for analysing high frequency down-core
variations such as sedimentary laminae or varves. Digital scanners (e.g., Optotech) are used
with commonly attainable resolutions of 0.1 mm (Schaaf & Thurow, 1994). A line scan of
the gray values from such digital images may be used to generate time series from regular
laminae or annual varves (e.g., Schaaf & Thurow, 1998). However, in data processing, care
must be taken to subtract voids and cracks, to correct for non-uniform light distribution and
to stack images into a continuous time series.
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Approaches to the recognition of bedding features

( regularly laminated )

examine thin-sections to
confirm varve origin

(la.mlnmed with massive or apparently structureless intervals )

g Examine radiograph of entire interval and thin sections
to identify possible bioturbation structures

-4—— examine base for lag deposit or grading that might
|— indicate turbidity current/ mass flow origin

( apparently entirely structureless )

X-ray to detect cryptic fabric

examine thin sections for microfabric

Figure 2. Approaches to the recognition of bedding features,

Penetrative imaging of the core

Radiography and X-ray imaging

Radiography has been used for some decades to provide insight into the layering and inter-
nal structures of sediments. The identification of bedding features, such as compositional
layering as well as bioturbation fabrics, is often greatly enhanced. The resolution of the
X-radiograph is generally limited by the thickness of the sediment sample and it is common
practise to X-ray an approx. 1 cm-thick slab of sediment taken from the core with a slab
cutter where resolution of 0.3 mm is attainable (Figs. 3, 4). A digital X-ray imaging system
has recently been developed (Migeon et al., 1999) with 0.2mm resolution. This permits
image enhancement techniques to be used which can vastly improve the differentiation
and sensitivity of radiographic images. Digital gray scale images may be produced and
processed in a similar method to core surface scans (above).
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CT-scanning

The use of medical body-scanners to image core material gives an important additional
method of applying X-rays (Kenter, 1989). In this technique large samples may be scanned
by a rotating X-ray beam to produce tomographic images of slices as thin as 2 mm. This
has the considerable advantage that intact whole-round core samples may be scanned as
well as split cores or slabs.

Sampling wet, unconsolidated or semi-consolidated sediment

Sub-sampling of wet sediment from cores is best accomplished with a sediment slab cutter
(Schimmelmann et al., 1990) (Figs. 5, 6). The cutter, which uses the osmotic knife princi-
ple, provides undisturbed, 1 cm-thick sediment slabs which may then be X-radiographed
for a permanent record of internal structure (Figs. 5, 6). Where strong sediment fabrics
preclude the use of the slab cutter (e.g., by the presence of mesh-like diatom mats);
slabs of sediment should be cut using either a large scalpel or ‘autopsy’ blade. Slabs may
then be sub-divided for thin section preparation, micropalaeontological, geochemical and
granulometric analyses. For thin section preparation, sediment blocks are initially cut from
the slab using a scalpel.

Sediment drying and resin-embedding

For a range of analytical methods it is necessary first to dry out wet sediment. The technique
that many researchers have found best-suited to this is fluid displacive embedding. A number
of other methods are also employed.

Critical point drying

Above a critical point of temperature and pressure, the phase boundary between liquid and
gas disappears (Bouma, 1969). The critical point of water is very high so pore-fluids are
usually replaced by an alcohol (e.g., ethanol), followed byliquid CO». After the sample has
been subjected to the appropriate temperature and pressure, gaseous CQ3 is removed and the
dry sample is ready forresin-impregnation (Bennetetal., 1981; Reynolds & Gorsline 1992).

Freeze drying

Freeze drying is carried out using liquid nitrogen (Bouma, 1969). Samples must be in
contact with the nitrogen at one face only so that it can move through the sediment block
as a front. Quick freezing turns water into ice without ice-crystal growth. Frozen samples
are placed into a freeze-drier immediately, and water is removed by sublimation (Crevello
et al., 1981). A variant of this method is used in the process of resin-embedding of freeze
cores (Lamoureux, 1994; 2001).
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Figure 3. The Schimmelmann sediment slab cutter, deseribed i Schimmelmann et al. ¢1990) {modified after

Pike & kemp, 1996}

Vacuum drying

During vacuum drying, the sample chamber is evacuated, removing any sediment pore-
fluids. This is carried out using a vacuum impregnation unit (e.g., Bull & Kemp, 1995)
such as that manufactured by Logitech. This unit introduces low-viscosity epoxy resin into
the evacuated sample chamber aiding resin penetration. After releasing the vacuum, the
resin-impregnated block is then cured in an oven. This is effective either for sediments
which are already dry or for porous (e.g., diatom-rich) sediments, but is not effective for

clay-rich sediment.
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Preparation of sediment for fabric analysis
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Figwre 6. Preparation of wel sediment core for fabric analysis.

Fluid displacive drying and resin-embedding of wet sediments

This technique of drying and resin-embedding provides the best quality thin sections for
microscopy. The method (described in Appendix I and illustrated in Figure 7) is adapted
after Jim (1985), Polysciences Inc. (1986), Lamoureux (1994) and Pike & Kemp (1996)
and uses low-viscosity Spurr epoxy resin (Spurr, 1969). Some of the component chemicals
of this resin are toxic, and the operation requires a fume cupboard.

Fluid displacive resin-embedding of wet sediment is a passive procedure, samples
are never physically dry and the fabric is supported by fluid throughout. Chemical de-
hydration prevents the cracking (common in vacuum dried sediment), and the technique
requires no specialized drying, or resin-impregnating equipment. Water-saturated samples
are more successfully embedded using fluid replacement than those which are partially dry.
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Figure 7. Preparation ol wet, unconsolidated sediment samples Tor resin embedding.

Increasing the number of replacements of solvent and resin aids the embedding of less
porous sediment. Thin sections produced by this technique show no sediment fabric dis-
turbance and preserve the most detail for SEM-scale studies (Figs. 3, 4).

Thin section preparation

Very little preparation is required to produce thin sections from indurated rocks (Krinsley
etal., 1983). Friable lithologies (e.g., diatomite), however, may require resin-impregnation
to hold them together. Once this has been completed either impregnated blocks, or saw-cut
samples of rock are glued to a glass microscope slide, the major portion of the block
cut away, and the remaining sample ground and polished (avoiding the use of water-
based lubricants which may cause swelling and rearrangement of the clay minerals and
fabric disturbance).

Thin sections of resin-impregnated blocks are prepared in the same way as saw-cut
rock samples. Oil-based rather than water-based lubricants should be used for cutting. For
SEM analysis, thin sections should be highly polished, using a range of grits down to 1 jzm,
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particularly for BSEI (Krinsley et al., 1983). If thin sections are to be used for optical, as
well as electron, microscopy they should be polished down to at least 35 gem. Thin sections
are carbon-coated before being analysed in the SEM (Goldstein et al., 1992).

SEM analysis of laminated sediment

Withdigital imaging and X-radiography, variations in the thickness of the annual varve and
the thickness of the light and dark components may be obtained. To proceed further into
intra-annual resolution, scanning electron microscopy (SEM) must be adopted. The use of
SEM methods can unlock a plethora of paleoenvironmental information such as interannual
variability in the occurrence of individual microfossil species (e.g., Pike & Kemp, 1997).
A comprehensive summary of the principles and practice of SEM, and types of analyses
possible, is provided by Goldstein et al. (1992). The following is a description of BSEI, SEI
and X-ray microanalysis applied to fine grained sediments and the approach is summarized
in Figure 8.

Backscattered electron imagery (BSEI)

Analytical technique. Backscattered electrons are the result of elastic collisions between
energetic beam electrons and atoms within the specimen (Goldstein et al., 1992). The
number of backscattered electrons generated (backscatter coefficient,) is primarily re-
lated to the average atomic number of the target (when using polished thin sections), and
is recorded on a photograph as image brightness. Mineral grains such as pyrite, quartz
and carbonate have relatively high average atomic numbers, and therefore have higher
backscatter coefficients and produce brighter images than organic matter and carbon-based
resin, which have low average atomic numbers, low backscatter coefficients, and produce
dark images, i.e., black. BSEI photomosaics of laminated sediments provide compositional
data, but may also be regarded as porosity maps which give sediment fabric information.
Biogenic laminae comprising diatoms, for example, have high porosity and are recorded
as dark layers on the photomosaic (carbon-based resin fills the frustules — Figs. 3, 4).
Lithogenic laminae, comprising silt and clays, have low porosity and are characterised by
bright layers. This contrast between components and resin, and the shallower sampling
depth within the thin section, provides greatly improved resolution images over optical
micrographs.

Sediment fabrics, such as bioturbation, may be investigated using BSEI photomosaics
(e.g., Brodie & Kemp, 1995). Porosity contrasts highlight biogenic and lithogenic material
redistributed by burrowing. BSEI can also be used for facies analysis of fine grained rocks
(e.g., the Jurassic Kimmeridge Clay Formation (UK); Macquaker & Gawthorpe, 1993).

Secondary electron imagery (SEI)

Analytical technique. Secondary electrons are produced by inelastic collisions between
high-energy beam electrons and atoms within the specimen (Goldstein et al., 1992). The
number of secondary electrons emitted, and the resulting secondary electron coefficient, is



RECOGNITION AND ANALYSIS OF BEDDING ... 17

polished thin secton
A—""/ —
FEANNUNG FECTDN M | | "t opcal micrscopy |
T -
P T i
waing Min sectan - complemants
ray micraanalysis 1o 1 dizlom speces delerminaions
datarring amy retation shios preparation of BSE] X5 and X20 Trom BSEI photomosaics
Belween elaments present and magnificabon photomeiak: - Luting smearsirew slides.
sediment fabric leatunes acts as base map for further studss complements disiom species
| detarminstions bom BSE|
= |
high magrification ingging (Irom
base mags) of sach preserved
Muss il ]

3
high magrfication imagary
ehaactmrsaton of tedemant
| tatric, composition and sequence

o prasarved sedmant fux
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affected by the topography of the specimen, therefore the images produced are topographic
and may be considered analogous to binocular optical microscopy images.

High-magnification SEI images of gold-coated, fractured sediment surfaces mounted
on SEM stubs are used to aid characterization of laminations, e.g. component and mi-
crofossil taxa identification. If polished thin sections are thin enough, optical microscopy
(utilising the depth of view within the section) can be used to reduce the amount of SEI
imagery required.

Low vacuum scanning electron microscope (LVSEM)

Analytical technique. The LVSEM uses back-scatter electrons which are energetic enough
to move through the low vacuum in the specimen chamber to the detector; these contrast
with secondary electrons which have insufficient energy to pass through the low vacuum.
Thus, either wet sediment blocks or strew mounts may be analysed directly and topographic
images are produced without the need for carbon/gold coating. High magnification LVSEM
images have the same uses as traditional SEI images.

Summary

The aim of this chapter has been to provide a comprehensive introduction to the various
techniques involved in visualising bedding features at the appropriate scale required for
their identification. Of course, this isjust the first step along the road of analysis, quantifi-
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cation and interpretation, but use of the optimal approaches can save time and aid in the
development of cost-effective and efficient exploitation of paleo-archives.

Our main recommendation to anyone embarking on the analysis of lake sediments
would be to adopt a systematic approach as outlined in Figure 1. Core material is generally
hard to obtain and precious, so the correct sequencing of the different analytical methods
is essential if the scientific outcome is to be maximized.
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Appendix 1

Fluid displacive low viscosity resin embedding technique

This technique is ideal for resin embedding of wet sediment samples for the purpose of fabric
studies using the scanning electron microscope (SEM). By the nature of the method, the
more water-saturated the samples, the better the results are as there will be a greater pathway
for the acetone, and subsequently resin, to enter the sediment block. Accordingly sediment
material should not be allowed to dry out, even slightly. The number of replacements
needed, of both acetone and resin, will vary with the type of material. Coarser-grained,
drier and/or thicker samples will require a greater number of replacements. It is advisable
to vary the replacements of both acetone and resin, until a suitable combination is found.
The succeeding method details 5 replacements only, and is suited to porous sediments such
as diatom oozes; for less porous sediments, such as those with a significant clay fraction,
more resin replacements (up to 12) are likely to be necessary.

Spurr Resin impregnation kits are available from Polysciences Ltd., Handelsstr. 3,
Postfach 1130, D-6904 Eppelheim, Germany. These kits contain the chemicals and some
of the equipment that is needed. However, the chemicals are supplied in significant mis-
proportions for the resin standard mixture used, so it is more cost effective to purchase the
individual chemicals.

Samples should be taken from the cores using a sediment slab cutter (Fig. 5) or rigid
plastic u-channels, or a similar rigid, box-like container. Care is needed to ensure dis-
turbance of the sediment is kept to a minimum. The sample and its container should be
securely taped together and a number of samples may be wrapped together, with a piece
of water-soaked oasis, and enclosed with cling film. This is to prevent the samples from
drying out. The wrapped samples should then be refrigerated at 4-6 °C until such time as
they are to be processed.
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Method

Place the container (high density polyethylene — HDPE) to be used on a balance and
tare. Fill with water to required depth (approx. 0.75-1.0 cm — enough to cover the sample
when it is placed into the container). This is the mass of resin mixture needed for each
replacement (round up to nearest gram), and the required mass of each reagent may be
calculated using the standard below.

Standard:

Vinyl cyclohexene dioxide, VCD 10.0g
diglycidol ether of polypropyleneglycol, DER 6.0 g
Nonenyl succinic anhydride, NSA 260 ¢
Dimethylaminoethanol, DMAE 02¢

Label containers by scratching the sample details and direction (way-up) arrow on
the side. Any pen-drawn marks are likely to disappear in the acetone environment within
the desiccator.

Samples should be as small as possible, i.e. less than 1 cm thick, 0.75 cm wide with
length depending on the size of the containers. They should be prevented from drying out
as much as possible (before addition of acetone) as wet samples are better suited to this
technique. Place samples in either close-fitting foil, or fine wire mesh ‘boats’ so that samples
may be moved without disturbing the sediment. After placing samples into wire mesh/foil
containers, de-ionised water may be added using a syringe and replaced every couple of
hours, this process can be repeated 2-3 times. If the samples have previously dried out,
soaking them in water first is not advised, as some sediments are prone to expansion after
the addition of water. During the soaking of samples, the sediments should be left in a
sealed container to avoid desiccation.

Place the containers in a glass desiccator, over silica gel, and cover the samples with
acetone by adding the acetone slowly from a small syringe so that it flows down the side
of the container. Do not add to the tops of the samples. It is best to add small amounts of
acetone gently, as a strong stream may disturb the samples, which can have a tendency to
float, especially if broken or fragmented. A greater depth of acetone is required overnight
as it is volatile, and the samples must not be allowed to dry out.

Change acetone 3 times a day (at least 3 hrs between each change) and complete
10-15 soakings, removing the “waste” acetone from the container using a syringe. The
first 7 soakings are made using technical acetone and the final § using analytical acetone.

Prepare resin mixture immediately before adding to the containers. Contact of VCD
and DMAE may cause an exothermic reaction so it is important to weigh out the reagents
using separate syringes. Weigh the VCD, DER, NSA in separate tared containers (HDPE),
add together and stir gently. Then add the DMAE and stir thoroughly.

The initial resin replacements are diluted with acetone to facilitate the embedding
procedure. The resin content of each replacement is increased by stages in the following
way: (1) the first addition of the acetone/resin mixture were in the proportion 50:50, (2) the
second in the proportion 25:75, (3) the third in the proportion 10:90, and (4) the remaining
two consisted of resin only. An example calculation is given at the end of the method.
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Add the resin (or resin:acetone mixture) to the container, using a syringe, after the
last quantity of acetone has been removed. Gently move the samples, lifting them slightly
after each addition, to ensure fresh resin mixture reaches all around the sample. Keep the
containers in the desiccator as moisture will make the resin go milky. This does not cause
a major problem for backscatter electron imagery work because the resin will still appear
black in the SEM. However, it is not a good idea to let it go to cloudy as it will hinder
any comparisons between the slide and the remaining resin embedded block. Change the
resin once a day to preventdifficulties arising from increases in the viscosity, and complete
5 soakings. After the final addition of resin, leave samples to soak for up to four weeks
before curing. Ideally resin replacements should be made 24 hours apart, and for safety
reasons resin replacements should be undertaken during normal working hours.

Samples are cured in stages, initially at a temperature of 30 °C for 72 hrs. Thereafter,
samples are cured at 45 °C and 60 °C for 24 hours each. The resin should be left to cool
after each heating stage, and it is important to allow the oven temperature to stabilize for a
couple of hours before you put the samples in. It is important not to overheat the resin as
it will bubble and destroy the fabric of the sediment. If the resin is slightly soft after the
first stage of curing at 30 °C, this part of the process should be continued until the resin has
hardened, and no longer deforms under moderately applied pressure.

Aftercuring, the casting is relatively inert and should be very hard. This can be mounted,
cut, ground and polished to give a polished thin section for optical microscopy or SEM
work. This polished thin section should be carbon-coated before examination in the SEM
using a back-scattered electron detector.

Example Calculation for a Container Requiring 12.5 g Resin

Standard  Ratio

VCD 100g 0237
DER 60g 0.142
NSA 260g 0616
DMAE 02g 0005

For 12.5 g resin:-
VCD: 0.237 x 12.5 = 2.96 g needed for 12.5 g of resin mixture. Apply same principle to
other reagents.

Multiply this figure by the number of containers for the total amounts of the reagents
needed for each resin replacement involving a 100% resin mixture.

To estimate the acetone and resin contents of the resin:acetone mixtures: (1) calculate
the total mass, M of resin required for a 100% resin mixture (see above); (2) calculate 50%,
25%, and 10% of M to give mass of acetone required for each mixture; (3) calculate new

figures for chemical components to make up a pure resin mixture for a mass of M/2, M/4,
and M/10.
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Introduction

In recent time, the interest in proxy archives with annual time-resolution has increased
because of their potential as records for studying environmental change on a precise and
high-resolution time-scale (e.g.,Gasse et al., 1997; Maslin & Berger, 1997; Alverson, 1999).
The identification and analysis of rapid climatic changes is one example of a study, which
requires not only a high-resolution archive but also a method suitable for such an inves-
tigation. Palaeolimnological studies are, however, often based on the visual inspection
of microscope views, photos, or sediment core surfaces, and verbal descriptions of the
character of the sediment, making it difficult to obtain precise and objective measurements.
Image analysis is a powerful tool for quantitative analyses of sedimentary structures. The
appearance of the sediment is digitized without disturbing the sediment sample, and with
the obtained images it is possible to enhance or smooth desired structures with a number of
applications (Cooper, 1997). Description of colour changes and varve structures, together
with varve thickness measurements and grain size analyses, are examples of parameters
that benefit from an objective and fast high-resolution technique such as image analysis.
Image analysis has been defined as the technique of obtaining quantitative information
by measuring objects within an image (e.g., Mainwaring & Petruk, 1989; Russ, 1994;
Fortey, 1995). The human brain is excellent at detecting and recognising patterns and
spatial relationships, but very poor at estimating quantitative information from images (e.g.,
Russ, 1994; Krinsley et al., 1998). Image analysis has become very useful for industrial
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purposes and in research because of its ability to process digital images and objectively,
without disturbing the sample, analyse parameters such as size, distance, colour, number of
particles, etc. (e.g., Rosenfeld & Kak, 1982; Pratt, 1991; Gonzales & Woods, 1992; Russ,
1994; Jdhne, 1997).

The very rapid development of computers, hardware and image analysis programs
during the last few years has opened up the opportunity of using image analysis as a
standard method in palaeolimnolgy. Until the late 1990s, image analysis had seldom been
used in palaeolimnology, although the technique had been successfully applied in related
research areas such as tree-ring analysis, geology, petrology, marine sedimentology and
soil morphology. Image analysis has three main advantages compared to conventional
descriptive sedimentology. (i) The technique is objective, i.e., every colour shade is given
a precise grey-scale or colour value compared to the subjective human description of a
greyish sediment colour. (ii) Image analysis is a fast method, especially compared to the
sub-sampling and subsequent analysis of biological parameters. (iii) Image analysis allows
high-resolution analysis for example of seasonal layers in varved lake sediments. With the
use of image analysis, either as a complement to other chemical, biological and physical
parameters, or as a substitute for some of them, new and important information about past
environmental changes can be gained.

An image can be obtained from different sources, but in a palaeolimnological context
images are often acquired from fresh sediments or thin sections using different cameras
and digitizing techniques. Working with image analysis involves three major steps: data
acquisition, image processing and image analysis, i.e., the actual measurement of the object
of interest (Fig. 1). In this chapter we will outline a basic approach for image analysis in
palaeolimnology, describe some of the problems, give some examples of research results
and discuss future prospects for the technique.

Image analysis in paleolimnology

The main application for image analysis in palaeolimnolgy has hitherto been varve count-
ing and varve thickness measurements. Thetford et al. (1991) and Ripepe et al. (1991)
showed how image analysis could be used to count and measure the thickness of tree-
rings and varved oil shales, respectively. Since then, image analysis has also been applied
to laminations and varves from lake sediments (Petterson et al., 1993; 1999; Dean et al.,
1994; Zolitschka, 1996), postglacial clays (Anderson, 1996; Godsey etal., 1999; Lindeberg
& Ringberg, 1999) and marine sediments (Schaaf & Thurow, 1994, 1997). The time-
consuming work using manual equipment such as a tree-ring-measuring microscope can be
replaced with image analysis. Varves or laminations are identified via alternating changes in
colour or grey-scale depending on changes in density, grain-size or sediment composition.
With methods developed for semi-automatic varve thickness measurements, artificial trends
caused by heterogeneous illumination and noise from disturbances within the sediment can
be handled (Ripepe et al., 1991; Bond et al., 1992; Schaaf & Thurow, 1994; 1997).

Image analysis can also be used to record changes in sediment composition. Rela-
tionships have been established between absolute grey-scale values or relative changes in
grey-scale versus light-coloured sediment components such as mineral grains and calcium
carbonate. Petterson et al. (1999) developed a model to infer the annual minerogenic matter
accumulation rate by calibrating corrected grey-scale values (mean grey-scale per varve X
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Figure I. The fow chart iflustrates the advantages and flexibility of image analysis. linage acquiring, processing
and measurements can be applied according to the purpose of the study and the sediment material available.

varve thickness) against sediment component accumulation rates. Bond et al. (1992) used
relative changes in grey-scale to study the concentration of calcium carbonate in marine
sediments during different isotopic stages, and Anderson (1996) demonstrated a relationship
between grey-scale density and percentage calcium carbonate in glacial laminations from
Lake Estancia (New Mexico). Hughen et al. (1996) used grey-scale as a proxy for changes
in biogenic productivity.

Data obtained by image analysis has often been used in climatic contexts such as the
detection of cycles (Ripepe et al., 1991; Schaaf & Thurow, 1994, 1997) or identification of
major climatic changes (Bond et al., 1992; Hughen et al., 1996).

Another application for image analysis is to count and analyse the shape and size of par-
ticles. This technique has successfully been applied in petrology (Petruk, 1989), structural
geology (Bons & Jessell, 1996) and soil morphology (Tovey et al., 1992; Tovey & Hounslow,
1995). For palaeolimnological purposes, image analysis can be used to identify diatoms
(Stoermer, 1996), and to count and characterise charcoal particles (Clark & Hussey, 1996;
Goni, 1996; Earle et al., 1996) and mineral grains (Spooner, 1998; Bonardi & Tosi, 1995).
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Image analysis has also been used to process back-scattered electron images to analyse the
grain-size distribution of clastic minerals (Francus, 1998) and for sedimentological analyses
(Krinsley etal., 1998). Finally, digital imaging is an excellent method forthe documentation
of sediment cores (e.g., Dartnell & Gardner, 1993). Cores are often sub-sampled and thus
destroyed immediately after recovery, or left uncovered during, forexample, varve counting
which causes some drying and subsequent change of the appearance. Images of the cores
can be preserved permanently and parameters analysed and reanalysed long after the cores
have disappeared. Digital images do not loose their colour information during storage as
conventional photographs do. The images are invaluable for core matching if new cores
must be taken, which is not unusual in palaeolimnology.

Material and methods

It is important to remember that the final outcome of a study involving digital images
depends on the quality of the sediment material used. It is easier and more reliable to
generate quantitative information from high quality original images rather than strongly
processed ones. Processing may modify image information, which can affect the grey-
scale and particle characteristics, producing results not in accordance with the original
sediment material.

Image acquisition and storing

A digital image is a two-dimensional array (x, y) of pixels where every pixel has a value
related to the characteristics of the image, for example light reflection from a sediment
sample (colour or grey-scale variation), density (x-ray radiography) or mean atomic number
(back-scattered electron image). The resolution of the images varies with the equipment;
if the sediment is digitized in a 8-bit grey-scale, each pixel represent a value ranging from
0 (black) to 255 (white). Digital images can be obtained from a number of macroscopic
as well as microscopic sediment sources. Images can be acquired directly with a digital
camera, which digitizes the sediment surface, or indirectly by a scanner, which digitizes a
photograph of a sediment surface (Table I). The aim of the study and the sediment material
determines the optimal technique to be used.

Digital cameras

Digital cameras produce high quality images from fresh sediment surfaces (Fig. 2a). Time
is saved compared to the use of conventional photographs since the work with development
and scanning can be omitted. It is, however, very important to prepare the sediment correctly
in order to obtain images with a high quality. Video cameras with a frame grabber system
have often been used to acquire digital images, but there is a trend towards replacing video
cameras with multipurpose digital cameras.

Procedure for digitizing a fresh sediment surface with a digital camera
1. Prepare a flat core surface. For example, curved surfaces of cores sampled with a
Livingstone or Russian corer must first be levelled off (Petterson et al., 1993, 1999).
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Table | Examples from aricles and thwe Geological Survey ol Finland
{GSF) on scdiment sources and digiizing techrgues.

Sediment source Digitizing method

Digital camera
Fresh sediment surface Video camera

Scanner

) ) Digital camera
Frozen sediment surface &

Video camera

Digital camera

Photograph
Table scanner
Slide Slide scanner
X-ray film Film scanner (dual bed scanner)

Polished epoxy slab Scanner

Microscope + digital camera

. . Scanner
Thin section
Microscope + digital camera
X Scanner
SEM

Built-in digitizer

2. Proceed immediately with step 3, 4 and 5 if images of the fresh sediment surface are
desired. In varved sediments, the colour of the fresh sediment is sometimes determined
by iron species and the sediment must be oxidised for a couple of days before digitizing
(Renberg, 1981a; Petterson et al., 1993, 1999).

3. Clean and moisten the sediment surface and cover it with stripes of transparent plastic
film (Renberg, 1981b; Petterson et al., 1993, 1999). Water enhances the visibility of
sediment structures and plastic film prevents drying and water reflections.

4. Day light lamps, flashes or fluorescent tubes can be used to illuminate the sediment.
The lamps are placed on each side of the core, often with a direction of45 ° towards the
sediment surface. There are two problems with digitizing cores, uneven illumination
and ageing of the lamps. If the room is dark apart from the sediment lighting, it is easier
to control the light-conditions. Mathematical routines, e.g., polynomial regressions,
can be used to correct for increasing grey-scale values towards the centre of the image
(Bond et al, 1992;Schaaf & Thurow, 1994, 1997; Godsey et al., 1999). If a Kodak grey-
scale is ditized as a standard in every image (Petterson et al., 1993, 1999) or regularly
(Lindeberg & Ringberg, 1999), changes in light intensity due to ageing lamps can be
compensated for.

5. Digitize, review the image and adjust the settings of the camera and the lighting. The
work is facilitated if the quality of the images can be seen immediately, either by
using a digital camera with a built-in LCD (liquid crystal display) screen or by adding



28 TIMO SAARINEN & GUNILLA PETTERSON

,:.:«gf == '

et e

Figure 2. Digital images can be acquired from different sediment sources using a number of techniques. A. Fresh
sediment surtface digitived with a digital camera (Luke Jaatilanjdrvi, Finland). B. Fresh sediment sample scanned
directly using a table scanner wilh i resolution of 1000dpi (Lake Lehmilampr, Finland), C. Seanned X-ray film
from Lake Korttajdrvi, Finland.

a video-screen to the camera. Random noise caused by the equipment can be eliminated
if several identical images are acquired automatically and averaged into one image.

Scanners

With a scanner it is easy to obtain high-quality digital images from conventional pho-
tographs, thin-sections, X-ray films etc. (Table I). Film manufactures and developers may
also produce high-resolution slides and photographs in digital form on request. Manufac-
turers of scanners sometimes advertise high-interpolated resolution, but this does not really
improve the resolution of an image. A table scanner equipped with a transparent adapter
or a special tray for transparent films can be used to scan large negatives and X-ray films.
Slide scanners, which often have a higher resolution than table scanners, can be used for
thin sections. Polarizing images can be acquired with a slide scanner if thin polarize sheets
are added on both sides of the thin section during scanning (de Keyser, 1999). Zolitschka
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(1996) discusses possibilities and problems with scanning of thin-sections of laminated
sediments, e.g., uneven sample thickness.

Highly polished epoxy slabs and fresh sediment samples (Fig. 2b) can also be digitized
with a scanner, but do not forget to add a plastic sheet on the glass plate before placing
the sediment in the scanner. The advantage of scanning epoxy slabs compared to a digital
camera equipped with a flash is that it is easier to control the lighting. However, fresh
sediment samples and polished epoxy slabs are often very dark, and scanning fails because
of the scanner’s incapability to separate the darker tones. When dark originals are used,
the result is sometimes improved if a 10- or 12-bit grey-scale is used during scanning. The
brightness and contrast have to be adjusted before the image is transformed into a 8-bit
grey-scale for further analysis. Reflections caused by imperfect polishing of epoxy slabs
can be reduced by adding a thin film of water between the glass plate of the scanner and
the epoxy slab.

With digital scanning it is possible to acquire high-resolution images from both thin
sections and epoxy slabs, which bridges the gap between conventional photography and
photomicroscopy, and opens up new possibilities in varve analysis. As an example of work
completed at the Geological Survey of Finland in 1999, an AGFA Duoscan II was used
to scan 12 cm long thin sections, polished epoxy slabs and 21 X 26 cm long X-ray films
(Fig. 2c) using 1000-dpi resolution. The thin sections and X-rays were scanned using a
transparent tray and the epoxy slabs were scanned directly on the glass plate (Tiljander
et al.; unpublished). Several thin sections or epoxy slabs can be scanned simultaneously.

Procedure for digitizing a photograph with a scanner
1. Acquire a high quality photograph. Avoid dark photos, since the resolution of a scanner
is often better for lighter tones than for darker tones.

2. Remove dust from the photograph and the glass plate of the scanner with an air duster.
3. Avoid fingerprints when placing the photograph on the glass plane.

4. Preview the image and adjust the contrast and brightness. By optimizing the image in
this step, the need for additional touch-up and enhancement during image processing
can be reduced or eliminated.

5. Perform the final scan. The resolution, grey-scale or colour-scale depends on the aim
of the study and the properties of the hardware/software.

Storing of images

Digital images are often saved as disk files when working with computer-based image
analysis systems. It is important to save both the original and processed images. There are
several convenient media for storing of images, e.g., tape drivers, CD- or DVD-ROMs.
Digital cameras, scanning programs and photo processing programs usually provides sev-
eral image formats suitable for data storage. Avoid file formats that use compression, e.g.,
JPEG. During compression, pixels can be lost, which decreases the quality of the images. If
the images are going to be moved between different computer platforms, it is advantageous
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Figure 3. The contrast and brightness of an image; in this example an X-ray image, can be enhanced using the
histograny operation equalize. Histogriams of both images are shown below the X-ray images.

to use a common image formats like TIFF (tagged image file format). Certain formats may
be unique to a particular type of computer.

Image processing

The main purpose of image processing is to enhance the quality of the images prior to further
analysis. The graphical presentation of an image usually also benefits from enhancement
(Fig. 3). The most common type of enhancement is to adjust the contrast and brightness
of an image. A more thorough correction using filters is needed if erroneous pixels from
reflections, dust particles or scratches on a photograph are present in the image.
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Contrast and brightness

The contrast and brightness of an image can be modified using histogram operations such
as equalize and stretch. Sometimes an image does not include the total grey-scale range and
consequently results in low contrast. The visual impact of the image can be improved by
expanding the grey-scale using histogram functions (Fig. 3). With equalize, the grey-level
values within the image are redistributed in order to place an equal number of pixels at
each grey-level (Marion, 1991; Cooper, 1997). If the histogram does not cover the entire
spectrum, i.e., the image does not include the almost black and/or white values, the stretch
operation adjusts the grey-scale range to cover the entire spectrum.

Filters

There are a number of filters available with which it is possible to, for example, reduce
noise (e.g., median filter), enhance the contrast of edges (e.g., Laplacian filter), and outline
or skeletonize objects within an image (e.g., Russ, 1994). During smoothing with a mean
or median filter, a ‘neighbouring operation’ is performed, i.e., the new grey-scale value of
an individual pixel depends on the values of the surrounding pixels. A mean filter calculates
the mean value of a selected number of pixels and a median filter ranks a chosen number
of pixels and calculates a median value. Medium filters are often better in reducing noise
since mean filters smooth sharp lines and edges (Cooper, 1997). Modification of contrast
or brightness are ‘pixel operations’, i.e., the new grey-scale value of a specific pixel is
independent of the surrounding grey-scale values. If the x- and y-axis of an image consist
of an equal number of pixels (e.g., 256 x 256 or 512 x 512 pixels), it is possible to enhance
an image using Fourier transformation. Processing images in the frequency domain is useful
for removing certain types of noise, enhance periodic structures, and measure images to
determine periodicity or preferred orientation (Russ, 1994). When filters are used, care is
needed to select the most suitable filter for each specific operation. In Figure 4, the effect
of using median, outline and shadow filters on a BSE-image is demonstrated.

Segmentation

The purpose of segmentation and thresholding is to divide the image into regions that
hopefully correspond to structural units in the sediment, and to distinguish objects of interest
for further measurements (Russ, 1994). Density slicing can be used to highlight pixels within
a chosen grey-scale range. This method is useful for selecting specified minerals within
BSE-images and to identify, for example, dark-coloured winter layers in a varved sediment.
Thresholding produces a binary image since pixels with a grey-scale value greater than the
threshold turns black and those below the threshold turns white.

Binary images

In a binary image the background is white and the foreground or objects of interest is black
(or vice versa). Binary images generally contain small artefacts. Rank filters (e.g., median
filters) may be used to clean the image, but they also slightly modify the contour of the
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Figure 4. The effect of using median, outline and shadow iilters on a BSE-image from Lake Korttajérvi, Finland.

objects. Erosion and dilation are morphological operations that correct specific erroneous
pixels. Erosion removes pixels and dilation add pixels, either by filling small holes within
the object or by adding a layer of pixels around the border of the object. Dilation slightly
increases the size of the object. The two operations are often combined into an opening,
where erosion is performed prior to dilation, or a closing where dilation precedes erosion.
Dilation and erosion can also be used to separate adjoining objects. It is important that
individual objects are clearly separated to avoid incorrect results when parameters such as
area and perimeter are measured.

Image analysis
Once the images have been processed, several measurements can be performed. However,

care must be taken not to perform measurements on highly processed images if the results
are going to be related to, for example, the actual appearance of the sediment surface.

Calibration

The unit in image analysis is the pixel. The actual size of one pixel has to be calculated in
order to transform the results into metric scale. Spatial calibration of images is included in
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all image analysis software packages. If the scanning resolution is stored in the header of
the image files, some programs automatically use this information. Within an image, the
actual length of a distance or the actual size of an object can be used for calibration. Pixel
size can also be calculated by placing a scale at the sediment surface prior to digitization
or by measuring the size of the digitized sediment surface. Optical and X-ray densities
can be calibrated by using a standard sample with known density. Bresson & Moran
(1998) calibrated X-ray radiography images to obtain high-resolution bulk density data
from impregnated soil slices.

Objects and grain-size

Binary images are commonly used for measurements of objects, although some analyses,
such as spatial measurements (distance, length and angle) of particles, can be done from non-
treated images. The most common operation is to count objects, but other measurements
can be routinely made, such as: area, perimeter, roundness, elongation, centre point, and
orientation and length of major and minor axes. All objects have to be separated from each
other before they are counted, either by morphological operations or manually by drawing
lines between them using the background colour. Results from measurements can be saved
as computer files and imported to spreadsheet programs for further analyses.

The grain size distribution in a varved or laminated sediment sequence is often related
to the inflow of clastic material to the lake. For example, during spring the high water
discharges cause erosion in the catchment, which transports both more mineral matter
and coarser grain sizes to the deep basin of the lake. BSE-images of polished thin sections
(Fig. 5) can be used to determine grain-size variations (Francus, 1998). In varved sediments,
BSE images can be used to study palaeodischarge conditions, which in a boreal environment
presumably reflects winter/spring conditions in the lake catchement. During image process-
ing, it is recommended to remove noise by excluding objects less than, for example, five
pixels. The mineral content of varves can also be estimated from BSE-images by counting
the number of black and white pixels along every line in the binary image (Fig. 6).

Grey-scale, varve thickness and varve counting

In varved or laminated sediments, it is common to define individual varves, measure varve
thickness or analyse seasonal variability by using line plots, which is a useful tool in many
image analysis programs. A line is drawn perpendicular to the varves or laminations and
the grey-scale values are presented in a line plot (Fig. 7). Depending on the software,
varves can be defined either by manual selection in the plot or by semi-automatic or
automatic selection (Ripepe et al., 1991; Thetford et al., 1991; Schaaf & Thurow, 1997).
The beginning of a varve is often defined as a turning point in the grey-scale record,
which means that automatic selection seldom can solve problems with disturbances or
define varves containing complicated structures, e.g., several alternating light and dark
laminae. With the use of X-ray-images or strongly processed images, the contrast between
different layers can be enhanced and the counting facilitated. Semi-automatic programs,
e.g., programs developed for tree-ring analysis, produce reliable results since the automatic
processing is followed by a manual final correction. If the varve boundaries are sharp, the
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Figure 5. A BSE-image from the varved Lake Kortajarvi in Finland is precessed with thresholding and open
binary operation. The obtained binary image can be used to analyse the grain size variation (um?®),

||-'|l'-[l[lll'lI|I|Il'I'Il'I'I'-'IT'I'ITII:IIlI-- TTITTITTT]

{nam )

Figure 6. The mineral content in 2 pohished thin section from Lake Korttajarvi obtained ffom a processed
BSE-image.
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Figure 7. A line scan and surface plon from an X-ray image from Lake Korttapirvi. Uinits in mm.

program can count with an exactness of about 95% compared to the human eye. Figure §
demonstrates automatic varve counting before and after correction by an operator. Image
analysis can also be used to measure density changes in X-ray films, for example annual
relative density, annual sum density (all pixel together), maximum and minimum densities.
Figure 9 compares density data and varve thickness data obtained from an epoxy slab from
the varved Lake Korttajérvi in Finland.

The methods for producing line plots differ from using a one pixel wide line perpendic-
ular to the varves (Schaaf & Thurow, 1994, 1997) to averaging several lines (Ripepe et al.,
1991; Dean et al., 1994; Petterson et al., 1993, 1999; Godsey et al., 1999). The quality
of a grey-scale record is enhanced by (i) manually selecting the lines from which the
record is obtained, i.e., local disturbances within the varves can be avoided, and (ii) using
several lines and calculating a mean grey-scale record, which is more representative since
a wider area of the sediment surface is used. The grey-scale variability within the whole
image can be presented in a surface plot, where every grey-scale value is shown (Fig. 7).
This presentation is useful to emphasis gradient changes and to visualise the structure of
the image.

Future perspectives

Today, image analysis has made it possible to speed up time-consuming analyses and to
perform manual work automatically, but the technique has also laid the base for expanding
analyses to new parameters. By using a colour system instead of a black and white system,
additional information about sediment composition and appearance can be gained, espe-
cially if the cores contain colour banding from bacteria or minerals. This chapter has only
discussed digitizing during normal light-conditions, but with the use of other wave-lengths,
new and exciting information about sediment composition might be obtained. One example
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Figure 8 The resull from an awtomatic varve counting using the DendroScan image analysis program slightly
improves when an operator corrects the result,

is the near-infrared spectrum, which might give information about the organic content or
characterise the organic matter present in a thin section or a fresh sediment sample. NIR has
already been used in palaeolimnology but for other purposes (Korsman et al., this volume).

Provided that a statistical relationship between grey-scale and sediment composition
can be established, image analysis can be used to infer fluxes of sediment components in
records containing thousands of years. If a varved sediment is used, annual or perhaps even
seasonal resolution can be obtained. Petterson et al. (unpublished) have inferred the annual
accumulation rate of minerogenic matter for 6400 years in Kassjon (Sweden).

Because of the constant progress in the development of computers, hardware and soft-
ware, image analyses is a rapidly developing technique where the only limit to future use
in palaeolimnolgy is the researcher’s imagination!

Conclusion

Image analysis is definitively a tool that will provide palaeolimnologists with new and
exciting information about past environmental changes. The method is fast, objective and
non-destructive, and performs high-resolution measurements on a regular basis. Image
analysis is very suitable for documentation of cores, varve counting, varve thickness
measurements, analyses of sediment composition, and studies of grain size variability
and mineral content. On the Internet, there are several freeware image analysis program
with versatile properties, which are quite easy to learn. Due to the rapid development of
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computers, images will continue to be shared via the Internet or FTP (file transfer protocol),
and problems concerning interpretation of results will be more effectively discussed.

Summary

Image analysis is a high-resolution technique that provides new possibilities for the study
of sedimentary structures. The often subjective visual study of for example sediment core
surfaces can today be replaced by the objective analysis of digital images which is both
fast and non-destructive. The images, acquired by a digital camera or a scanner, can be
transformed by a number of applications to enhance or smooth desired structures. Image
analysis has proved to be useful for the rapid documentation of cores, varve counting and
varve thickness measurements together with quantitative and qualitative analyses of grain
size and sediment composition. The applications of image analysisin palaeolimnology will
continue to increase and develop in the future, especially due to the ongoing development
of computers, hardware and software.
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Introduction and importance of texture

Texture is the general physical appearance or character of a sediment or rock. It is used
to describe the geometric aspects and mutual relationships among the component particles
or crystals and, as emphasized by Lewis (1984), is one of the three basic descriptors of a
sedimentary deposit, the others being structure and composition. Within the sedimentary
realm of Earth science, the term “texture” usually includes the fundamental attributes of:
(i) size, (ii) shape, and (iii) arrangement or fabric as listed in Table I. Pettijohn (1975) defines
texture as essentially the microgeometry of sediment, a definition which emphasizes the
characteristics of individual grains and grain-to-grain relations, versus larger scale features
of the deposit, such as sedimentary structures, bedding character or stratigraphic sequence.
It is also important to differentiate these primary textural attributes of sediment (e.g., size,
shape, fabric) from derived properties. For example, porosity, permeability, bulk density,
and color are all very important properties of sediments that are largely derived from, or
strongly dependant on, the primary textural properties.

Much of the importance of texture, as with composition and structure, lies in its inherent
role as a means of description and communication. Just as we might describe a lacustrine
deposit as black, organic-rich sediment or finely laminated, siliciclastic-dominated sed-
iment, we also routinely use the textural aspects of the material for classification and
communication: fine sand, well-sorted silt, poorly-sorted mud, matrix-supported gravel
all convey an explicit and quantitative meaning. Secondly, in addition to fundamental
description, classification, and communication, careful study of the various textural pa-
rameters can lead to important clues about: (i) source (provenance), (ii) the mechanisms
responsible for the transport of the material, (iii) past physical and chemical environmental
and limnological conditions at the depositional site within the basin, and (iv) paleoclimatic
and paleohydrological conditions within the surrounding watershed. Thirdly, knowledge of
the texture of a lacustrine deposit is important because of its influence on other key properties
of the sediment. For example, much engineering construction design is dependant upon
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Table 1. Basic and derived attributes of sediments.
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textural data because factors such as slope stability, compaction, and strength are all, in
part, a function of texture. Similarly, the mechanisms and rate of transfer of solutes between
the pore waters, the sediment, and any overlying lake water are controlled by textural
properties. Finally, from a practical perspective, the texture of a sedimentary deposit is an
essential component in the analytical schemes of many other parameters of the sediment. For
example, if we wanted to know about the clay mineralogy of a lake deposit, it is necessary
to fractionate the sediment according to size and undertake mineralogical analyses of only
the clay sized component. Similarly, many inorganic geochemical analytical techniques
call for examination of only certain size fractions of the deposit.
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As fundamental as these textural parameters are, unfortunately, we are faced with an
often bewildering array of techniques and equipment used to evaluate aspects of texture,
and an equally diverse and sometimes confusing system of nomenclatures. Although over
twenty years have passed since Potter et al. (1980) contended that our understanding of how
to measure and interpret texture lags far behind that of composition, it is still valid to say
that sediment textural analysis, particularly of fine-grained material, is at the petrographic
frontier of sedimentary studies.

The objectives of this chapter are to provide an overview of the basic concepts involved in
texture, summarize the main techniques and methods of textural analysis, and demonstrate
how an understanding of textural parameters can assist in paleoenvironmental research by
briefly outlining a study from a lake in western Canada in which detailed particle size and
shape data help decipher the recent history of the basin. Much of the emphasis of this chapter
is on the textural component of size and specifically size characterization ofrelatively fine-
grained sediment. This emphasis is for two reasons. First, most paleolimnological research
(but certainly not all) is done on sedimentary sequences from the offshore areas of the lake
basin. The materials comprising the lacustrine deposits in these offshore areas are usually
fine particles. Second, although geoscientists have long recognized the paleoenvironmental
importance of shape, particle surface morphology, and fabric, there have been surprisingly
few efforts made to apply these non-size components of textural analysis to lake sediments.

Size
The concept of size

Intuitively, size should be an easy concept to understand. If we were given a beaker full
of spherical glass beads, we would likely have no problem determining the size of the
beads: we would simply evaluate the size of each bead by measuring the distance from one
side of the bead to its opposite side (i.e., the diameter). For a spherical particle, the size is
uniquely defined by its diameter. Alternatively, if our container held small cubes, we could,
likewise, easily measure the length of one side of each cube and thereby describe the size
characteristics of the material. It would take little effort to apply this simple concept of size
to other regularly shaped particles, such as a container full of cones or cylinders. We would
quickly realize, however, in most cases it is necessary to measure more than one dimension
in order to evaluate the size (e.g., both diameter and height for the cones). To illustrate this
point, attempt to assign a size to each of the following items: a golf ball, a needle, and
a 35mm film cartridge. Each has at least one linear measurement approximately equal:
the golf ball is ~40mm in diameter; both the needle and the film cartridge have a long
dimension of ~40 mm. However, few would argue that these three simple, regularly shaped
items are all the same size.

To further complicate size measurement, most naturally occurring particles are irregular
in shape and many are non-equant. Hence, the problem with conceptualizing the size of
particles comprising a sediment is threefold: (i) because the particles are irregularly shaped,
it becomes difficult to assign one or even a few simple measurements as the ‘size’ parameter;
(i) the farther the particle is from an equant shape (i.e., sphere or cube), the greater the
discrepancy between the various measures of size; and (iii) particles having the same “size”
can have vastly different shapes.
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This dilemma of attempting to evaluate the size of irregularly shaped solids has attracted
the interest of geoscientists for many years. Krumbein & Pettijohn (1938) provide an
eloquent and detailed summary of the various measures of size and the properties of
sediments that can be used to evaluate size. More recently, excellent overviews appear
in many of the papers in Knapp et al. (1996) and Syvitski (1991). In fact, for naturally-
occurring material we have the rather unusual situation that the size parameter of texture is
determined entirely by the method, technique, or equipment used to do the measuring. For
example, it is common practice to evaluate the size characteristics of a sandy sediment by
passing the sand through a series of nested sieves. The ‘sieve diameter’, then, is defined as
the length of the side of the minimum square aperture through which the particle will pass.
In our example above with a golf ball, needle, and film cartridge, a sieve with aperture size
of 38 mm will not allow the golf ball to pass through but, with enough bouncing, both the
film cartridge and the needle will eventually pass through.

Table II summarizes some of the many definitions of size. Although by no means
consistent, many of these attempts to identify and quantify the parameter of size do so by
trying to relate the irregularly shaped particle to the diameter of a sphere that is in some
way equivalent to the particle being measured. This diameter is referred to as the equivalent
diameter. For example, for a large particle we could conceivably measure its weight and
density and thereby find the particle’s volume. The volume diameter, then, would be the
diameter of a sphere having the same volume as the irregularly shaped particle. Similarly,
we could evaluate the surface area of the irregular grain and characterize the size of this
particle by relating it to the diameter of a sphere having the same surface area (i.e., the
surface diameter in Table II).

Terminology

Sediment grade scale

Lacustrine sediments can contain a wide range of particle sizes, with diameters spanning
as much as seven orders of magnitude. This large range in sizes, from material measured
in terms of tens of centimeters to submicron particles, necessitates the use of a logarithmic
scale in describing and classifying the deposit. Udden (1898, 1914) first recognized this
over a century ago and devised a grade scale consisting of a series of size classes that
had a constant geometric relationship to one another based on the factor of 2 (or 0.5). The
original terminology suggested by Udden was modified by Wentworth (1922) to create the
now commonly-used Udden-Wentworth size classification shown in Table III.

Phi scale

In order to circumvent the problem of unwieldy numerical fractions having several digits
(e.g., the clay-silt boundary at 0.001953mm) and to simplify (at that time) the labori-
ous hand calculations of various statistical parameters for the particle size distributions,
Krumbein (1934) subsequently proposed that the size of particles should be measured in
dimensionless units of ¢» (phi). Phi is defined as:

¢ = _]ngdmnh (1)

where dmm is the diameter measured in millimeters. Note that this logarithmic scale is
based on 2 (rather than the more conventional 10 or e) and that coarser sediments are more
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Table . Dehimtions of particle size (modified from Allen. 1981, and Miller, 1967).
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Size Name

Definition

Volume Diameter
Surface Diameter
Surface Volume Diameter

Drag Diameter
Free-falling Diameter

Stokes’ Diameter

Projected Area Diameter
Perimeter Diameter
Sieve Diameter

Feret’s Diameter

Martin’s Diameter

Krumbein's Diameter

Long Diameter
Middle Diameter

Unrolled Diameter

Diameter of a sphere having the same volume as the particle
Diameter of a sphere having the same surface area as the particle

Diameter of a sphere having the same external surface area to volume ratio
as the particle

Diameter of a sphere having the same resistance to motion as the particle in
a fluid of the same viscosity and at the same velocity

Diameter of a sphere having the same density and the same free-falling speed
as the particle in a fluid of the same density and viscosity

The free-falling diameter of a particle in a fluid with laminar flow

Diameter of a circle having the same area as the projected areas of the particle
resting in a stable position OR in a random position

Diameter of a circle having the same perimeter as the projected outline of
the particle

The width of the minimum square aperture through which the particle
will pass

The distance between a pair of parallel lines which are oriented in a given
direction (normally parallel to the vertical cross-hair in a microscope field of
view) and which touch the extreme points on the perimeter of the projected
outline of the particle

The length of a line which divides the projected outline of the particle into
two equal areas and is parallel to a given direction (normally the horizontal
cross-hair in a microscope field of view)

The length of the longest line in a given direction (normally parallel to the
horizontal cross-hair in a microscope field of view) that is bounded by the
projected outline of the particle

The distance between the two most distant points on the particle

The smallest possible distance between two points on the particle, between
which the projection of the particle can pass

The mean chord length through the center of gravity of the particle

negative and finer sediments are more positive (see Table III). Although equation (1) is
the usual statement of the phi-mm relationship, as pointed out by numerous authors (e.g.,

Hékanson & Jansson, 1983; Leeder, 1982), to be dimensionless, the correct equation is:

¢ = —log; (dmm/‘,dhlll!l)n

(2)

where d;n, 1s the grain diameter of 1 mm. Conversion betweeng and metric units can be
done graphically (Fig. 1) or by equations (1), (2) or (3):

¢ = ~(logg dum/ log o 2}

(3)

Clearly, with today’s widespread use of electronic hand calculators and computers, the
advantage gained in ease of calculation using the phi-based numbers is largely negated.
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Fable 1. Udden-Wentworth grain size scale {modified from Fricdman & Sanders, 1992).The
limiting particle dizmeter numeric values are the boundaries corresponding to the adjacent de-
seriptive terms, For examiple, the boundary between Very Large and Larpe Boulder is ol 2048 nun
diumeler.

Limiting Particle Diameter o
g Descriptive Terms

(¢ units) (mm)
—11 2048 Very Large
—10 1024 Large Boulder
-9 512 Medium
-8 256 Small
=7 128 L Cobble E
-6 64 Small i
-5 3 Very Coarse i
-5 16 Coarse
-3 8 Medium Pebble
-2 4 Fine
-1 2 Very Fine
0 1 Very Coarse
mm pum
+1 0.5 500 Coarse Sarid
+2 0.25 250 Medium
+3 0.125 125 Fine
+4 0.0625 62.5 Very Fine
+5 0.03125 31.25  Very Coarse Coarse
+6 0.01563 15.63 Coarse Medium
+7 000781 781  Medium = Fine
+8 0.00391 391 Fine 2 Very Fine E
+9 0.00195 1.95 Very Fine Clay
Clay

However, despite this and the observation that phi notation is essentially meaningless to
other groups of scientists (Lindholm, 1987; Pierce & Graus, 1981), it still remains deeply
infused in sedimentological and geolimnological literature. Virtually all current university-
level sedimentology and stratigraphy textbooks describe and use phi notation. Over 60%
of the papers using or discussing particle size published in the past decade (1990-1999)
in Journal of Sedimentary Research, Sedimentology, Sedimentary Geology, and Journal of
Paleolimnology cite phi units.

Although the boundaries of the various size classes are generally well agreed upon (see,
for example, Table 3-3 in Blatt et al., 1980, or Fig. 16 in Miiller, 1967), for researchers
dealing with relatively fine sediments, unfortunately the very important division between
silt and clay still remains ambiguous. Despite a call for standardization of this boundary
at 9 @ (~2 pm; Friedman et al., 1992; McCave & Syvitski, 1991; Jackson, 1985; Fried-
man & Johnson, 1982;Tanner, 1969), in most sedimentological literature the use of B¢
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(3.9 ;um) is more common (e.g., Boggs, 1995; Blatt, 1992; McManus, 1988; Leeder, 1982;
Brownell, 1978).

Naming the sediment

In addition to the specific textural class of individual particles, the range of particle sizes
common in naturally-occurring lake sediments necessitates use of an additional sediment
mixture classification system to actually name the material. Several such systems are in
common use (Fig. 2), and, as with sediment compositional classification systems, there is
little uniformity of practice or nomenclature.

Techniques and instruments

Because there are many ways to define particle size, it follows that there are many different
methods for analysis of size involving an equally diverse array of instruments and tech-
niques. Up-to-date summaries of these methods and instruments, and the theory behind the
size determination, can be found in Knapp etal. (1996), Washington (1992), Syvitski (1991)
and McManus (1988). The more traditional techniques (i.e., non-automated and generally
non-electronic) have been discussed in Krumbein & Pettijohn (1938), A.S.T.M. (1959),
Irani & Callis (1963), Miiller (1967) and Jelinek (1971), and are also summarized in most
standard sedimentological textbooks and laboratory manuals (e.g., Lewis & McConchie,
1994a, b; Boggs, 1995; Lewis, 1984; Friedman & Johnson, 1982; Blatt et al., 1980).

In any discussion of particle size analysis techniques, it is important to re-emphasize
several points made by McCave & Syvitski (1991). During the past several decades, ad-
vances in particle size instrumentation have been so rapid that most electronic instruments
are outdated by the time they are purchased. Similarly, it must be realized that most of the
sizing instrumentation used by Earth scientists today was designed for different purposes
and different areas of investigation (e.g., pharmaceutical sciences, medical research, paint
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Figure 2, Examples of textural classifications of sediments. A: Robinson {1949); B: Shepard (1954); C: Trefethen
(1930); D: Folk {1980} E: Krumbein & Sloss (1963%; F: Picard (1971). See also summaries and classification
systems in Pettijohn (1974), Stevens (1984), Lewis & MeConchie (1994b) and Nichols {19993,

and pigment industries, food and beverage monitoring, etc.). Thus, there may be inherent
design factors and other constraints that can significantly limit the widespread application
of the particular technique or equipment in paleolimnological research. It is imperative the
researcher knows what is being measured (i.e., specifically what component of size is being
evaluated) and understands the limitations and constraints of the technique and equipment.
Particularly within the realm of automated and electronic sizing equipment, Washington’s
(1992) contention that the less we understand about the technique the more likely we are
to blindly accept the data is not far from the truth.

Finally, the researcher contemplating acquisition of size data or use of particle size
information in any paleolimnological effort must be cognizant of data quality. Many cri-
teria must be considered when examining scientific data quality, including technician and
operator factors, sample character, equipment conditions, detection level, etc. Most (if not
all) modern particle size equipment is probably best characterized as precisely inaccurate.
However, given the many definitions of size and the wide variety of parameters that are
evaluated as size, the concept of accuracy (i.e., how close our measured value is to the true
value) with respect to size analysis of natural materials is meaningless. Although a variety of
synthetic reference materials exist (e.g., glass beads, polymer latex spheres; see Xu, 1996)
from which standard mixtures of given particle sizes can be prepared, in a comparison
study of seven automated electronic size analyzers, Syvitski et al. (1991a) found that none
of the instruments tested provided truly accurate results (Fig. 3). This same study found
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that nearly all commercial size analytical devices were very precise (i.e., the instrument
provided consistent results).

Because of the great diversity of size analysis equipment that is available to pale-
olimnologists and the often significantly different sample preparation techniques that are
required for the various techniques discussed below, it is not practical to recommend any
specific analytical sequence. Clearly, the sample handling and preparation flow chart used
in a laboratory in which particle size analysis is done by equipment such as Galai CIS
would not be applicable to a researcher interested in acquiring size data by SediGraph,
laser diffraction or Coulter Counter. General-purpose analytical sequence guidelines that
can be modified to the individual researcher’s situation and equipment have been prepared
by numerous authors. Probably the best of these appear in Lewis & McConchie (1994a).
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Figure 4. Selected measures ol size on a single particle (moditied from Miiller, 1967), See Table 11 for definitions.
£2f: Feret's diameter; Dm: Mamin's dismeter; Dk Krnunbein's diameter: D Middle diameter: D4 Long
diameter.

It must be emphasized, however, that many of today’s automated electronic size analysis
instruments require very small quantities of sample for optimum performance. This places
considerable importance on the pretreatment, sample splitting, and preparation techniques
(see also discussions in Matthews, 1991a; McManus, 1988).

Direct measurement of particle size

Measurement of particle size directly by visual observation is one of the oldest and most
straightforward techniques available. Today, with widespread use of desktop image analysis
equipment and other computer-assisted techniques, direct estimation of size still holds
considerable promise as a routine paleolimnological tool.

Direct visual estimation of size is routinely done in the field with relatively coarse
sediments (coarser than silt) using calipers for the gravels or a particle size comparator
(with the assistance of a hand lens or low power binocular microscope) for sands (see, for
example, sheets 16-1 and 16-2 in Dietrich et al., 1982, Fig. 4-1 in Blatt,1982, or Fig. 7 in
Miiller,1967).

In the laboratory, unconsolidated grains can be mounted in epoxy using a simple hy-
draulic press, or thin sections of either unconsolidated or consolidated sediments can be
prepared (e.g., Kemp et al., this volume; Pike & Kemp, 1991; Murphy, 1986), and examined
using higher-power transmitted or reflected light microscopy in conjunction with standard
petrographic analysis (Nesse, 1991; Fleischer et al., 1984; McCrone et al, 1978). It is
beyond the scope of this chapter to discuss the details of this petrographic analysis, but the
topic is well covered in most introductory petrology textbooks (e.g., Boggs, 1992; Blatt,
1992; Williams et al., 1982; Miiller, 1967). Delly (1996) provides an up-to-date summary
of the recommended equipment and procedures for size analysis in the microscope lab.

Because of the array of possible diameters that can be evaluated (Fig. 4), traditional
textural analysis by this type of direct measurement can be labor intensive. In addition,
the number of particles that must be counted in order to provide a statistically significant
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evaluation can significantly increase data collection time: As shown in Figure 5, a 95%
confidence level is achieved only after measuring approximately 400 grains in a well sorted
sample on a standard petrographic slide (see also Solomon, 1963; Solomon & Green,
1963: Friedman, 1958; Chayes, 1956). Kennedy & Mazzullo (1991) indicate that samples
with more complex size distributions may require on the order of 1000 grains. However,
microscopic image analysis systems, such as those described by Barber (1996), Kennedy
& Mazzullo (1991), and Tianrui (1991) are now in fairly widespread use in most sedi-
mentological laboratories. These computer assisted image analysis (IA) techniques have
the capability of extending direct measurement of particle size down to the micrometer
level. Russ (1991) summarizes this IA sizing and associated statistical techniques using
mainly non-geological examples. These techniques have already been used successfully to
characterize components of texture of selected particles (e.g., the size of charcoal, quartz,
salt minerals, porosity, etc.; Clark & Hussey, 1996; Stirling, 1989; Smith, 1989; Ehrlich
et al., 1980, Murphy et al., 1977). However, the inability to readily distinguish boundaries
between adjacent particles and poor resolution of the fine components in low magnification
images are problems that have constrained the widespread application of these IAS sizing
techniques in lake sediment research. Nonetheless, perhaps the success demonstrated by
Francus (1998) in his study of grain size variation of clay-silt laminae from Lake Baikal
will provide the impetus needed for continued refinement of ‘whole sediment’ particle size
by image analysis techniques.

Single particle counters

One of the earliest electronic particle sizing devices available was developed in the late-
1940’s and was originally designed to count blood cells (Coulter, 1956). The Coulter
Counter rapidly gained immense popularity in many industry and research applications,
including the Earth sciences, and is still a very commonly used instrument in sedimento-
logical laboratories. The “Coulter Principle” is sufficiently well established to be included
in many A.S.T.M. (American Society for Testing Materials) reference method standards.
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Figure 6. Basic electrical resistance particle counter {mudified from Licberman, 1996),

The basic principle of size measurement employed by the Coulter Counter and similar
sizing equipment (e.g., Elzone) is remarkably simple: A tube containing a small pinhole
opening (aperture) between electrodes is immersed in a suspension of particles (Fig. 6).
The application of a negative pressure inside the tube will cause the suspended particles to
be sucked into the tube through the pinhole. As a single particle passes through the opening,
it partially closes the orifice which, in turn, reduces the amount of electrical current passing
between the electrodes (i.e., increases the electrical resistance). A small diameter particle
causes only a small change in resistance; a larger particle generates a proportionally larger
resistance fluctuation. Thus, the amplitude of the voltage pulse produced by the particle
is proportional to the size (i.e., projected area diameter) of the particle. The equipment
then simply counts and classifies the pulses according to size. Counting rates are about
2000-5000 particles per second, with a total of 100,000 to 250,000 counts being typical per
sample. The equipment reports equivalent spherical diameter. Current top-line models of
Coulterequipment (e.g., Multisizer 3) are autocalibrated (earlier models had to be calibrated
by running a latex sphere standard) and can subdivide the acquired size data into 256 classes
(channels) over the spectrum of sizes being evaluated. Because size sensing is, in part, a
function of the aperture size, multiple tubes with different aperture sizes can evaluate a
wide range of sizes from 0.4 em—120G0 pm,

The advantages of electrical resistance pulse measurement sizing equipment like the
Coulter Counter and Elzone Analyzer are their speed of analyses (typically 10 to 100
seconds per sample), the absence of problems associated with varying indices of refraction
caused by variable mineralogy, and the ability to analyze small quantities of sample (see also
discussions in Lines, 1996; Milligan & Krank, 1991; McCave & Jarvis, 1973). However,
the small sample size (typically milligrams of sample) also presents splitting problems and
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Figure 7. Basics of the Galai CI5 particle size-shape equipment {moditied from Galai Lid,, 1989),

raises concerns about whether the sample being analyzed is actually representative of the
whole population. This aspect of subsample “representativeness” is a problem common
to most of the modern electronic size equipment. For the Coulter Counter, the amount of
dilution required by the equipment in order to avoid the phenomenon of “coincidence” (i.e.,
more than one particle passing through the sensing zone at once) is significant; particle
concentrations of less than 1000 ppm are recommended. Other disadvantages noted by
researchers are frequent clogging of the orifice, the necessity of having to use an aque-
ous electrolytic solution (typically about 1% salinity), and particle breakage associated
with the high shears experienced as the particle passes through the aperture (Lieberman,
1996; Washington, 1992; McCave & Syvitski, 1991). Because of their popularity for many
decades, the published literature on these electroresistance analyzes is large; guidelines for
optimum laboratory procedures can be found in Lines (1996), Milligan & Kranck (1991),
Shideler (1976), and McCave & Jarvis (1973).

Another newer-generation type of particle counting device, the Galai CIS particle size
analyzer, uses a“time-of-transition” phenomenon to directly measure particle size. A finely
focused He-Ne laser beam {~1 jm) is rotated through a solution containing the particles
(Fig. 7). As the particles within the solution intersect the beam, the light is blocked from the
detector. This creates an electrical pulse. The size of each individual particle is calculated
by the duration (i.e., time-of-transition) of the pulse. The form of the detector signal is used
to reject out-of-focus or off-center interactions. Signals are collected and reported in 300
size intervals per measurement spectrum. The size of the focused beam controls the size
resolution and the range of sizes evaluated. By changing the focusing lenses, it is possible to
examine ranges from Q.5 pm to 150 em, 2 pm to 300 pm and 5 pem to 1200 p2m, although
the top-of-line model (CIS-100) provides a range from 0.5 zm to 3600 em.

The advantages of the Galai equipment are similar to those described above for the
electroresistance analyzers (e.g., small sample size, rapid analysis) plus the problems
associated with coincidence and orifice clogging are also avoided. Analyses can be run
until either a specified number of particles are counted (generally >200,000) or until a
desired level of confidence in the distribution is reached (95%, 98% or 99%). Because
the solution in which the particles are suspended does not have to be either aqueous nor
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electrolytic, the system offers a distinct advantage over Coulter-type of counters for the
study of highly soluble materials or freshwater sediments that may undergo flocculation
upon introduction to a saline solution. The Galai size analyzer is also integrated with
a powerful image viewing, acquisition, and analysis system which, together with the
sizer, provides an impressively comprehensive approach to textural analysis. The major
disadvantage is, like that of the electroresistance equipment, sample “representativeness”.
Also, the laser equipment is particularly susceptible to alignment problems and laboratory
bench (and building) vibrations, and requires moderate to high level of technician skill
and training. The Galai unit in the author’s laboratory uses a magnetic stirrer to keep
the particles suspended during analyses; this undoubtedly biases the data when samples
containing abundant magnetic grains are examined.

Sieving
After direct visual estimation, sieving is probably the earliest particle sizing technique
known. According to Agricola (1556), it was in common use during the 16" century,
although high precision sieves were not available until the mid-19™ century. Today, woven
metal wire sieves of standard 200 mm diameter are available from 2{} jem (coarse silt) up to
125 mm (cobble) (Table IV). Finer sieves, down to 5 ytm openings, can be made by metal
foil etching technology, although these are generally too delicate for most sedimentological
work. Most sedimentology laboratories are equipped with sieves spanning the range of
particle size from sand/silt (62 zzm) through pebble (32 mm), and sieving still remains the
most commonly used method of size analysis of unconsolidated materials coarser than silt.
In standard sieve analysis, a weighed' subsample of dry sediment is put into the top
of a series of vertically stacked sieves. This column of nested sieves is then placed in
a mechanical or sonic shaker/vibrator device (e.g., Ro-Tap, Allen-Bradley, Haver-Tyler,
and Gilsonic are the most commonly used in North America) and after a suitable period
of shaking (generally 15-20 minutes; Fig. 8), the contents of each sieve are weighed.
As mentioned above, the sieve diameter is defined as the size of a sphere which passes
through the mesh of a particular sieve but not through the underlying sieve, and as we
saw in our example with sizing the golf ball, needle, and film cartridge, sieving generally
measures the minimum cross-sectional dimension. Numerous texts and laboratory manuals
provide details on the sieving procedure and templates for data collection and manipulation
(e.g., Lewis & McConchie, 1994a; Lindholm, 1987; Lewis, 1984; Friedman & Johnson,
1982; Miiller, 1967). The classic manual on sieve (and pipette) size analysis, Petrology of
Sedimentary Rocks, by R. L. Folk (1980), is now available at no cost on the internet at:
http://www.lib.utexas.edu/Libs/GEO/FolkReady/folkprefRev.html.

Sedimentation/settling rate

It is axiomatic that a large particle settles through a water column faster than a small
particle. Following elucidation of the basic parameters and force relationships that govern
the velocity of an object falling through a liquid by Stokes in the mid- 1800’s (Stokes, 1851),

LA large amount of sample may result in clogging of the screens, mass-trapping effects, or even screen
distortion and damage, whereas a small amount of sample may result in lowered statistical significance. Lewis
& McConchie (1994a) recommend “the greatest load on a sieve should not exceed 5 grain diameter thickness”.
Folk (1980) recommends 30-70 g; if there are many screens, a larger amount should be used; if there are only
4-6 screens in the stack, a smaller amount should be used.
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Table IV, Dimensions of A S TM, (American Society for Testing Materials) standard wire cloth
sieves,

Sieve Designation Permissible Variation Wire Diameter
Standard Alternative (mm)
125 mm Sinch +3.70mm 8
106 mm 4.24inch +3.20mm 6.3
100 mm 4 inch +3.00mm 6.3
90 mm 3.5inch +2.70 mm 6.3
75 mm 3inch +2.20mm 6.3
63 mm 2.5inch +1.90 mm 56
53mm 2.5inch +1.60mm 5
50 mm 2inch +1.50mm 5
45 mm 1.75inch +1.40mm 45
37.5mm 1.5 inch +1.10mm 4.5
31.5mm 1.251inch +1.00mm 4
26.5 mm 1.06 inch +0.800 mm 355
25.0mm 1.00inch +0.800 mm 3.55
22 4 mm 0.875inch +0.700 mm 355
19.0 mm 0.75inch +0.600 mm 315
16.0mm 0.625 inch +0.500 mm 315
13.2mm 0.530inch £0.410mm 28
12.5mm 0.5inch 4+0.390 mm 2.5
11.2mm 7.0625 inch +0.350 mm Z5
9.5 mm 0.375 inch +0.300 mm 224
8.0mm 0.3125 inch +0.250 mm 2
6.7 mm 0.265 inch +0.210 mm 1.8
6.3 mm 0.25inch +0.200 mm 18
5.6 mm No.35 +0.180 mm 1.6
475 mm No. 4 +0.150 mm 1.6
4.0 mm No.5 +0.130 mm 1.4
335mm No. 6 +0.110 mm 1.25
2.8mm No.7 +0.095 mm 1.12
236mm No. 8 +0.080 mm 1
2.0 mm No. 10 +0.070 mm 0.9
1.7 mm No. 12 40.060 mm 0.8
1.4 mm No. 14 40.050 mm 0.71
[.18 mm No. 16 +0.045 mm 0.63
1.0 mm No. 18 40040 mm 0.56
850 um No. 20 +35 um 05
T10 pm No. 25 +30 um 0.45
600 pm No. 30 425 um 0.4
500 pm No. 35 +20 pm 0315
425 um No. 40 +19 um 028

335 um No. 45 +16 um 0.224
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Table V. Dimensions of A8 TM. {American Society for Testing Materials} standard wire cloth
sieves (continued).

Sieve Designation

Permissible Variation

Wire Diameter

Standard Alternative (mm)
300 pm No. 50 +14 um 0.2
250 pm No. 60 +12 um 0.16
212 um No. 70 +10 um 0.14
180 um No. 80 +9 pum 0.125
150 pem No. 100 +8 pm 0.1
125 um No. 120 +T7um 0.09
106 pum No. 140 +6 um 0.071
90 um No. 170 +5 um 0.063
75 um No. 200 +5pum 0.05
63 um No. 230 +4pum 0.045
53pum No, 270 +d4 pum 0.036
45 um No. 325 +3pum 0.032
38 um No. 400 +3um 0.030
32 um No. 450 +3pum 0.028
25 um No. 500 +3 um 0.025
20 um No. 635 +3um 0.02
100
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Figure 8. Plat of the proportion of particles liner than the sieve mesh that have passed through the sieve per time
{modified from lrani & Catlis. 1963). Phase 1 is due to the passage of particles which are smaller than the sieve
meskh in all dimensions; Phase 2 is due W the more pradual passage of particles which at teast one dimension

larger than the sieve mesh,
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fine particle size analysis during much of the past century was dominated by the technique
of sedimentation.

A great range of instruments have been produced to evaluate size of particles controlled
by this differential settling rate, but they all exploit the basic concept of Stokes’ Law, namely
that the settling velocity of fine-grained material varies according to the square root of the
diameter of the grain. When a particle is put into a liquid, it will be exposed to the force
of gravity {#,) pulling it downward and to the viscous drag force (£}.) in the opposite
direction. These are related according to:

Fy = 3nndv, (4)

and
Fo=ndg(p, — m)/e. (5)

where d is the particle diameter, v is the dynamic velocity, g is the acceleration due to
gravity,  is the viscosity of the fluid, o, is the particle density, and gy is the liquid density.
Since the gravitational force is fixed and constant and f, is initially zero, the particle begins
to accelerate downward, thereby resulting in increased drag from the fluid. Soon the net
forces control the movement and the particle will fall with a constant velocity (i.e., terminal
velocity), represented by:

3mndv = ndg(p, - p) /6 (6)

or
v = a’*};‘f(,o,i — )/ 181 7

Thus, the particles can be characterized according to diameter,

o == [lﬁm:/g (oy — m)]”ﬁ (%)

by placing them into the top of a particle-free column of liquid and measuring the quantity
of particles which have settled to a particular level in the column as a function of time.

There are a number of important limitations to the practical application of Stokes” Law.
First, it applies only to spherical particles. Anything not spherical will be described in
terms of Stokes’ equivalent diameter (Table II), which can be significantly different than
the equivalent diameters evaluated by electroresistance analyzers for example. Second,
the application of Stokes’ Law assumes dilute suspensions. If the particle concentration is
not low (as is frequently the case), the falling particles interact with one another and the
settling velocity is lower than it should be. Similarly, Stokes’ Law assumes the particles are
settling under laminar flow conditions. Unfortunately, relatively large particles settle with
such velocity as to set up turbulence within the water column, again adversely affecting
the settling rate of the small particles. Finally, and most important from the perspective
of analyzing naturally occurring materials, Stokes’ Law assumes constant densities (or a
constant difference in densities between the liquid and the solid). Clearly, this is not the
case in a multimineralic sample consisting of, for example, feldspars (p = 2.5kg m ).
quartz (2.65 kg m™, calcite (2.7 kg m 1y, dolomite (2.9kgm 3yand micas (3.0 kg m 3.
Furthermore, minor temperature changes within the liquid during the course of the settling
experiment change the viscosity of the liquid.
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Figure 9. Schematic of a gravity sedimentonieter.

It is beyond the scope of this chapter to summarize all of the many types of equipment
that evaluate size by the sedimentation technique. Some, such as settling tubes, are one-of-
a-kind type of instruments. Settling tube design is summarized by Syvitski et al. (1991b).
Most of the classical approaches are reviewed and described in Miiller (1967), Irani &
Callis (1963), Milner (1962), and Krumbein & Pettijohn (1938). Few of these techniques
are in common use today. Folk (1980), as well as many other sedimentology textbooks (e.g.,
Lewis & McConchie, 1994a; Lindholm, 1987; Lewis, 1984; Friedman & Johnson, 1982)
describe the step-by-step procedure for the classical pipette method, which, for many years
was the mainstay for size analysis of sediment finer than 62 sm. In essence, the technique
involves taking multiple samples over time of a solution through which particles are settling.
By knowing the depth at which the sample was taken (i.e., the distance the particles have
settled) and the length of time the particles have been settling, it is possible to calculate the
diameter of the grains that have settled past the sampling point.

Other than the amount of laboratory space and technician time required for classical
pipette analysis, the major practical problem with the pipette method is that withdrawal of
multiple samples, even if done carefully, disturbs the sedimentation column. So a variety of
other techniques were designed to ‘remotely’ estimate the amount of material in suspension
at a given point. Intuitively, it would appear the most straight-forward technique, instead
of actually removing samples, is rather simply shine a light through the settling column
and evaluate the amount of light attenuation at a given point with time. The photosedimen-
tometer (e.g., Lumosed) uses multiple light beams at different levels within the column
to evaluate changes in the concentration of solid material (Fig. 9). A uniform suspension
of particles is placed in a settling column and, as the particles move to the bottom of the
column, their decreasing concentration is recorded at the different levels by the increasing
light transmission through the column.

However, gravitational settling of fine material is slow (a 1 j¢m particle requires nearly

15 hours to settle Scm in a water column). Thus, to further decrease the time required
to measure slowly settling particles, some instruments (e.g., Fritsch Scanning Photosedi-
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mentograph) use a gradually moving light and detector system so that the smaller particles
towards the top ofthe sedimentation column are measured afterhaving settled through much
shorter distances. The moving photometer records optical density as it travels upwards along
a sedimentation column and the equipment uses the change in the concentration of settling
particles as a function the height to calculate particle diameter.

Alternatively, other devices (e.g., Brookhaven BI-DCP Disk Centrifuge; Chemical Pro-
cess Specialists Disc Centrifuge) have been manufactured that use a similar detection
scheme but increase the rate of sedimentation by applying a centrifugal force. The time for
a particle to travel from the initial point at the surface or edge of the rotating disk to the
detector can be calculated according to:

1= [ 18y In{Ra/R)]/[e?d* (o, — m1)]. (%)

where ¢ is the time, 1 is the fluid viscosity, Ry and R, are the final and initial radii,
respectively, « is the centrifuge angular velocity, and p. and g are the densities of the
solid and liquid, respectively. By varying rotational speed and fluid viscosities, analyses
down to 0.01 jem are claimed.

Photosedimentometers, whether gravitational or centrifugal, all have one distinct the-
oretical disadvantage: they are based on the assumption that the light cut off by a particle
is equal to its projected area. Unfortunately, the particles not only directly block the light
by simple absorption, but they also scatter the light by refraction. This ability to scatter the
light varies according to size and composition of the material. Thus, a detailed knowledge
of the mineralogy, or at least the index of refraction, of the solid material is essential so
that appropriate corrections can be made. This significantly limits the use of photosedi-
mentometers in analyzing the size of material a naturally occurring sample with variable
(and probably unknown) mineralogy. Other problems are that it is assumed the particles are
opaque (probably not the case for many fine-grained solids) and that the concentration of
the particles in suspension is low enough that no two particles fall on the same line parallel
to the light beam.

To circumvent the problems of using light, remarkable success has been achieved by
using X-rays (Hendrix & Orr, 1972). The extremely short wavelength of X-rays prevents
the waves from being diffracted by the particles. Thus, the attenuation of the beam is due
entirely to absorbance and is proportional to the amount of material in the beam such that
the relative transmittance of the X-rays (7) is:

T = {,—(-‘(Hﬂ—ﬂ-f]f,. (IU)

where ¢, and sy are the X-ray absorption coefficients of the particles and liquid, respec-
tively, C is the particle mass concentration, and L is the length of the path. The most
widely known of these X-ray attenuation devices, the SediGraph manufactured by Mi-
cromeritics, is the equipment most commonly used to analyze fine-grained sediment over
the past decade and is the preferred method for finer-than-sand analyses in many major
sedimentological laboratories (see summary provided by Micromeritics at their internet
website: http://www.micromeritics.com/ps_sedigraph.html).

The principle of operation of this equipment has been described in many other places
(e.g., Washington, 1992; Coakley & Syvitski, 1991; Singer et al., 1988; Jones et al., 1988;
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Figure 10, Schematic of an X-ray attenuation size analyzer such as the SediGraph,

Stein, 1985). The dispersed sample is placed in a chamber through which a narrow beam
of X-ray radiation is passed (Fig. 10). As with the photosedimentometers described above,
as the particles settle through the chamber, the density of material in the beam falls and
the X-ray intensity at the detector increases. Initially the X-ray beam is passed through the
solution near the base of the chamber, but as the analysis continues the chamber moved
downward so that the very slowly settling fine-grained material near the top of the chamber
can be evaluated.

The popularity of X-ray attenuation equipment for routine size analysis of relatively
fine material lies in the combination of moderately rapid speed of analysis (~40 minutes
for an analysis of a sample from fine sand to clay), moderate sample size requirements
(1-5 g sample), and the lack of interference from variable indices of refraction. However,
several disadvantages are evident. First, the size of the sample (and the density of particles
in the sample chamber) required to obtain optimum results limits the analysis of individual
laminae or small subsamples such as might be obtained from sediment traps. Second,
the absorption of X-rays varies considerably depending on the elemental composition of
the material. Light elements (e.g., carbon, oxygen) absorb X-rays only weakly, whereas
relatively heavy elements (e.g., iron, titanium, magnesium) absorb much more strongly.
Thus, in a multimineralogic sample, it is possible particles such as illmenite, hornblende,
or chlorite could ‘blind’ the equipment from detecting particles composed of elements less
effective at blocking the X-rays, as shown by Coakley & Syvitski (1991) and Jones et al.
(1988) and, conversely, ignore particles such as charcoal and other organic materials. The
use of a magnetic stirrer presents the same problem as that described above for the Galai
device. Finally, the SediGraph equipment in the author’s laboratory has experienced an
unusually high frequency of pump failures. These mechanical problems have also been
noted by others (e.g., Coakley & Syvitski, 1991).

Laser diffraction

It was mentioned above that a significant problem with size analysis using the attenuation
of a light beam passing through a settling tube is that the small particles scattered the light
rather than blocked it. However, with the advent of laser technology coupled with high
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speed computer manipulation of data, in the past several decades is has become possible to
use the physics of this light scattering to actually deduce the size of the particles responsible
for the scattering.

As light impinges on a particle, a combination of absorption and refraction takes place.
The net result, the relative refractive index, is controlled by the composition of the material
and the medium. In addition, the size of the particle (relative to the wavelength of the
light) also affects its light scattering ability. If the particle is large, scattering occurs in
all directions; as the particle becomes progressively smaller, scattering becomes more and
more in the forward direction. A detailed quantification of these principles (i.e., Mie theory)
is covered in Bohren & Huffman (1983). Essentially, if a column of liquid containing
particles is illuminated by a laser beam, particles in the size range of about 0.7 to 700 pm
scatter light in the forward direction at angles inversely proportional to their size but at
intensities directly proportional to size (Fig. 11). The resulting patterns can be resolved
mathematically using a series of data fitting processes as summarized by Agrawal et al.
(1991).

Despite the ease of operation of most of the laser diffraction sizing equipment and
the manufacturers’ claims about analytical size range (e.g., .02 um to 2000 um for the
Malvern’s Mastersizer 2000; 2 nanometers to 3 jim for Brookhaven’s 90Plus Dynamic Light
Scattering Analyzer), diffraction equipment has not been used extensively in sedimento-
logical laboratories. Although this is one of the newest techniques in the particle size field
and the equipment is undoubtedly rapidly evolving, many authors within the past decade
have reported less than desirable resolutions at the fine end of the spectrum, inappropriate
data fitting algorithms for polymodal distributions, and systematic errors inherent in the
analysis of non-equant particles (e.g., Washington, 1992; McCave&Syvitski, 1991; Singer
et al., 1988; and McCave, 1986).
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Particle size distributions

Many of the automated electronic size analyzers summarized above also provide an im-
pressive array of graphing and statistical manipulation capabilities. Data presentation and
treatment of the size data from a statistical perspective are clearly very important parts of
textural analysis and the literature in this area is immense (see, for example, references
listed in Lewis, 1984). Traditionally, sedimentologists have used mainly graphical means
of describing and analyzing the particle size data. Simple histograms, size frequency
curves, and cumulative frequency curves are all straight-forward graphical displays of
the collected size data (Fig. 12). Histograms are usually plotted with arithmetic-log or
arithmetic-¢ scales, with each bar coinciding with a single size class. The traditional use of
% (increasing upward on the vertical axis) versus ¢ size (¢ numbers increasing to the right
on the horizontal axis), following Krumbein & Pettijohn’s (1938) recommendation, is still
in common use, although there is now a tendency to plot the size data in reverse (i.e., the
absolute size of the particle class increasing to the right). A frequency curve can be drawn by
joining the midpoints of each size bar. The cumulative frequency curve, particularly when
drawn using log-¢ scales, is useful for quickly assessing the distribution’s characteristics.
Much early work with mainly sandy sediments assumed normal (Gaussian) distributions.
In a normal distribution, the central part of the population contains the bulk of the particle
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Table V. Descriptive statistical measures of particke size (from Folk, 1980, Gninths, 1967),

Measures of Central Tendency

Folk’s Graphic Mean M. = (d16 + s + dga) /3

Inman Mean M = (16 + Pga) /2

Median My = ¢s0

Mode M = Most frequently occurring particle size. On a histogram

it is the midpoint of the most abundant class interval; on a
cumulative frequency curve it is the size corresponding to the
steepest part of the curve.

Measures of Uniformity

Trask’s Sorting Coefficient Sy = (lll!llg5,"lﬂﬂl?5]”j

Phi Quartile Deviation ODg = (5 — ¢ns)/2

Graphic Standard Deviation oy = (dhga — ¢16)/2

Inclusive Graphic Standard Deviation o; = [(Pgg — d16) /4] + [(dgs — P35p)/6.6]
Measures of Symmelry

Phi Quartile Skewness Skqe = (P25 + P75 — 2My) /2

Graphic Skewness Skg = (@16 + ¢34 + 2¢s0) /(dga — d16)
Inclusive Graphic Skewness Ski = (P16 + dga + 200500/ 2(¢hge — @16)]

+ [(s + o5 + 2eb50)/2(dos — ¢s)]

Measures of Frequency Curve Peakedness
Kurtosis Kp = (o5 — ib5) /2.44(b75 — ¢h25)

sizes and the coarser and finer parts are equally distributed on each side of this central
part. When plotted as a frequency curve, the classic bell-shaped curve results; when plotted
as a cumulative curve using log-¢ scales, the data approximate a straight line (i.e., the
distribution is referred to as lognormal).

From this basic assumption of lognormalcy, a large number of descriptive statistics
have been defined and are regularly used. Table V lists the formulae used to calculate these
descriptive statistics from the cumulative frequency curve. Mean (average) and median (size
at the middle of the population) are the most frequently used descriptors. Sorting, which
refers to uniformity of the size distribution, is usually expressed as the inclusive graphical
standard deviation. Material that is well sorted (i.e., contains only a small range of particle
sizes) has a low standard deviation, whereas high standard deviations indicate the sediment
has a wide range of sizes and is poorly sorted. Table VI lists the numerical subdivisions of
sorting. In a normal bell-shaped distribution (i.e., the mean is equal to the median), the two
halves of the distribution are mirror images. However, if the distribution is asymmetrical,
or skewed, the mean does not equal the median. If the deposit has excess fine particles, it
is referred to as positively skewed; negatively skewed deposits have an excess of coarse
material. The inclusive graphic skewness parameter is used to quantify this asymmetry.
Finally, the peakedness of the frequency curve can be evaluated by calculating the graphic
kurtosis. Kurtosis measures the ratio between the sorting in the tails of the distribution and
the sorting in the central portion of the distribution. If the central portion is better sorted
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Tahle VI, Sorting, skewness, and kurtosis classes {after Folk, 1980).

Sorting (o;)

<0.35¢ Very well sorted
0.35¢-0.50¢ Well sorted
0.50¢-0.71¢p Moderately well sorted
0.71¢-1.00¢ Moderalely sorted
1.00¢-2.00¢ Poorly sorted

=2.00¢ Very poorly sorted

Skewness (S )

=0.30 Strongly fine-skewed
0.30-0.10 Fine-skewed

0.10-—=0.10 Near-symmetrical (unskewed)
—0.10——0.30 Coarse-skewed

<-0.30 Strongly coarse-skewed

Kurtosis (Kg)

=30 Extremely leptokurtic
1.5-3.0 Very leptokurtic
1.11-1.50 Leptokurtic
0.90-1.11 Mesokurtic
0.67-0.90 Platykurtic

=0.67 Very platykurtic

than the tails, the distribution is excessively peaked or leptokurtic. Conversely, if the tails
are better sorted than the central portion, the distribution is ‘flat peaked’ (deficiently peaked)
or platykurtic.

With automated size analyzers and ready computer access, various analogous descriptive
parameters can be much more easily and accurately calculated by moment statistics. Most
sedimentology texts provide introductions to moment measures, but see the discussions in
Friedman et al. (1992) and Friedman & Johnson (1982) for particularly lucid descriptions
ofthe computation technique. Lindholm (1987), Lewis (1984), and Griffiths (1967) provide
several worked examples using sieve-derived size data. Swan et al. (1979) report the results
of an interesting comparison study of moment and graphic statistics.

In the method of moments, the measure of central tendency is the first moment (arith-
metic mean):

m; = T(DW)/ZW, (11)

where D is the midpoint of each size group and W is the weight of each size group.
Alternatively, if frequency data are being used (see also Lindholm, 1987, Blatt et al, 1980,
and Swan et al., 1978, for discussion of the inherent limitations of using frequency versus
weight data), equation (11) becomes:

my = X(DF)/2100, {12)
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where F is the frequency in weight percent. Once the first moment (average) is established,
higher order moments are usually calculated about this value according to:

sccond moment or variance = My = ol =SW(D—m | )2;’ W, (13)
third moment = m3 = SW(D —m )’/ TW, (14)
tourth moment = my = TW{H — n11}4/EW, {15)

The values analogous to the graphic statistics are:

standard deviation = o = mzn_s‘ (16}
skewness = m_;;’(mg['s), (17)
kurtosis = f?f4/(ﬂ132). (18)

Although these moment statistics are, today, very easily acquired, it must be emphasized
that their use implies a knowledge of the complete size distribution. For example, in sieving,
the grain size distribution is often open-ended (i.e., undifferentiated fines that have passed
through the finest sieve in the stack). Alternatively, in the analysis of many relatively fine-
grained sediments by any of the electronic size analyzers discussed above, there is an upper
limit above which the equipment cannot evaluate. In these situations, the moment statistics
can provide misleading, if not meaningless, results (McManus, 1988; Lewis, 1984). Finally,
both sets of descriptive statistics (i.e., graphical and method of moments) assume the particle
size distribution is normal or lognormal. In fact, it has been repeatedly shown that this
assumption is generally false. This has lead to the view that use of the more sophisticated
moment measures or other complex statistical handling of the data (e.g., factor analysis;
see papers in Syvitski, 1991) may be unwarranted (Lindholm, 1987; Krumbein, 1975).

What does it all mean?

The interpretive use (versus descriptive use) of particle size data is one of the more con-
troversial areas in the entire realm of sedimentology. Despite many decades of effort, there
has been little agreement about the application of size data in the area of paleoenviron-
mental research (e.g., see discussions in Pettijohn, 1975; Ehrlich, 1983; Lindholm, 1987,
McManus, 1988). For fine-grained sediments, for example, although precise data can be
collected from a stratigraphic sequence and statistically significant summary parameters can
be calculated, these numbers may be meaningless in terms of paleohydrological interpreta-
tions. This is because most fine particles are deposited as fragile but often larger aggregates
(e.g., inorganic floccules, organic fecal pellets) which respond differently to hydrological
conditions than if they were individual particles. Even with coarser sediments, the simple
intuitive relationship between particle size, energy level, and water depth can be ambiguous
as reviewed by Teller & Last (1990). Krumbein (1975) concludes that it is still questionable
whether the grain size distribution is indicative of any particular erosion/transport agent
and/or specific environmental setting. Nonetheless, particle size still remains one of the
primary indicators of energy level in lacustrine sequences (e.g., Sly, 1978, 1977).
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Form and fabric

Most naturally occurring particles are of irregular shape. This presents considerable problem
not only in simply defining what we mean by size as discussed above, but also, from
a more practical standpoint, in deciphering effect that irregular grain shape has on size
measurement. Thedifficulties ofquantitatively assessing particle shape are nottrivial (e.g.,
Matthews, 1991b; Orford & Whalley, 1991; Allen, 1981; Barrett, 1980) and a considerable
amount of geoscientific literature has accumulated dealing with this. As with many other
aspects of textural analysis, future advances in the area of particle shape and fabric will
be largely tied to developments in automated image analysis systems (e.g., Persson, 1998)
combined with advanced statistical approaches (e.g., Nelson & Full, 1998; Thomas et al.,
1995; Lilje, 1991). Boggs (1992) provides a very readable summary of the most promis-
ing of these tools, Fourier analysis. Orford & Whalley (1991,1987, 1983) summarize the
application of fractals and harmonics (together with Fourier analysis).

Sphericity and its measurement

The classification of particle shapes by symmetry, a system used by crystallographers, or
by pure geometrical standards (cubes, cylinders, spheres, cones, etc.), is neither convenient
nor applicable in most cases. The simplest concept of shape that can be applied to most
common non-clay mineral particles is sphericity (i.e., the degree to which the shape of the
particle approaches that of a sphere). The sphere is a convenient shape for reference because
it has certain unique properties. Of all possible shapes for a given volume, the sphere has
the least surface area, the greatest settling velocity, and the greatest tendency to roll. Ideally,
the sphericity of a particle is the ratio of the surface area of a sphere of the same volume to
the surface area of the particle. However, because of measurement difficulties, sphericity is
generally calculated as the ratio of the diameter of a sphere of the same volume as the particle
to the diameter of a circumscribing sphere (Fig. 13). Even this presents some measurement
difficulties unless the researcher is working with gravels or is undertaking image analysis.
The most practical method for estimating sphericity involves simple visual comparison
of the projected two-dimensional image of the particles to images of calculated sphericity.
Numerous charts have been prepared for this purpose (e.g., Zingg, 1935; Rittenhouse, 1943;
Blatt et al., 1980), and, for gravels, a variety of quantitative methods of classifying the shapes
(Fig. 14; Sneed&Folk, 1958; Krumbein, 1941).

Roundness and its measurement

Roundness or angularity has to do with the sharpness of the edges or corners of a particle.
It is independent of shape. Roundness has been expressed as the ratio of the average
radius of curvature of the corners to the radius of the maximum inscribed sphere (Fig. 13).
For practical purposes this definition is normally applied to the two-dimensional case,
commonly a section or projection of the particle. Without IAS, calculation of roundness is
tedious, and the most common method of measurement is by visual comparison of grains
or grain images with standards of calculated degrees of roundness as furnished by Powers
(1953) or Krumbein (1941) and reproduced in most modern sedimentology textbooks.
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Surface texture

Another attribute of particles is their surface texture. Surface textures are exceedingly
diverse but Pettijohn (1975) has grouped them into two categories. One class is concerned
with dullness or polish of the surface; the other has to do with surface markings, such as
striations, percussion scars, etc. The widespread use of the scanning electron microscope
by sedimentologists beginning in the 1970s provided the impetus for considerably more
detail and improved methodology for studying particle surface texture. For example, Bull
(1986) distinguished some 60 different types of surface features on quartz grains, many
of which hold potential for paleoenvironmental interpretation. Krinsley & Trusty (1986)
summarize the major applications of quartz surface texture analysis.

The application of particle form in geolimnological studies has, to date, lagged behind
that of other environments. Although this avenue of research has not been extensively
applied by paleolimnologists, the area hold considerable promise as a means of better
understanding climatic and hydrological conditions within a lake’s watershed, and the
chemical and diagenetic conditions at the depositional site. Studies of particle form will
also give paleolimnologists the ability to make better interpretations about the provenance
(source areas) of the materials in the lake and inferences of transport distances and genesis.

Fabric

The concept of fabric in sediments refers to the arrangement of particles in terms of their
(i) sorting (discussed above), (ii) packing, and (iii) spatial relationship (orientation) of
individual non-equant grains. The literature on this topic is at least as voluminous as that
on size because of the obvious importance of fabric to derived properties like porosity,
permeability, and strength. An understanding of sedimentary fabric is also essential in
deciphering flux and in modeling diagenetic and transport processes within sediments as
discussed by Boudreau (1997), Berner (1980) and Lerman (1979). Despite this wealth of
literature, few would argue with Pettijohn’s (1975) assessment that the results of particle
fabric investigation have not been commensurate with the efforts made.

The spatial density of particles, or packing, is easily understood if we imagine that the
particles in our sediment are all uniform, perfectly sorted spheres. These spheres can be
arranged in a container in a loose (open) packing pattern or in a tight (close) pattern. A cubic
arrangement of the particles is the most open, whereas a rhombohedral pattern produces
the tightest packing. Unfortunately, naturally occurring sediments are not spherical, nor
are the deposits perfectly sorted, so simple descriptions and classifications based on these
assumptions have little relevance. Sedimentary particle packing is a complex phenomenon
controlled by the interplay of many factors including: (i) the shapes and sorting of the parti-
cles, (ii) the depositional processes, and (iii) postdepositional modification by compaction,
organism activity, authigenic mineral formation, etc. Packing of sedimentary deposits plays
a significant role in how the material behaves from an engineering perspective. Some clay-
rich lacustrine (and marine) sediments can be troublesome for foundations because the
deposits can undergo a rapid change in packing, resulting in spontaneous liquefaction
(Graham & Shields, 1985; Rahn, 1996). Liquefaction, or the loss of shear strength, affects
the sediment’s ability to support the load of a structure or the stability on a slope. Several
attempts have been made to quantify the aspect of packing (see overviews in Boggs, 1992;
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Pettijohn et al., 1987; Pandalai & Basumallick, 1984; Griffiths, 1967), but these have not
yet been applied to lacustrine sequences or paleolimnological efforts.

Studies of the orientation of non-equant particles within a sediment have been directed
primarily toward the coarse fraction of the deposit with particular emphasis placed on
the usefulness of a preferred orientation (versus an isotropic or random orientation) in
paleocurrent analysis (Martini, 1978; Potter & Pettijohn, 1977; Bonham & Spotts, 1971;
Griffiths, 1967). In finer grained sediments, use of scanning electron microscopy and
xradiography techniques in conjunction with petrographic studies are essential (e.g., Potter
et al., 1980; Keller, 1976; 1970; O’Brien, 1970; Heling, 1970; Gilliot, 1969) and hold
consider promise in helping to identify exposure horizons and flocculation changes (i.e.,
water chemistry fluctuations) in lacustrine sequences.

Example of application of textural studies

As pointed out in the introductory comments, the textural investigation of lake sediments is
very common and is undertaken for a great many purposes. There is a wealth of published
work using sediment texture to describe lacustrine deposits, understand the mechanisms
of modern and past depositional and diagenetic processes, assess the environmental and
contaminant chemical dynamics of the lake, and decipher past changes in hydrology,
climate, source areas, and limnology of lacustrine basins and their watersheds. Much of
this vast literature is reviewed in a number of excellent synthesis papers and monographs
including Talbot & Allen (1996), Gierlowski-Kordesch & Kelts (1994), Anaddn et al.
(1991), Hékanson & Jansson (1983), Sly (1978), Matter & Tucker (1978), Jopling (1975),
Picard & High (1972), and Reeves (1968). Among the many examples that can be cited, the
classic work on the Great Lakes of North America (e.g., Cahill, 1981; Sly, 1977; Thomas et
al.,1976, 1972) and the efforts of Hakanson (e.g., 1982, 1981,1977, 1974) and his associates
on the sedimentary regime of Swedish lakes deserve special mention.

An example from western Canada

The following is a somewhat unusual example of textural analysis of lake sediments using
the size and shape of endogenic rather than detrital components in the stratigraphic record.
The northern Great Plains of western Canada form a unique setting for literally millions of
saline and hypersaline, closed basin lakes. The lakes are generally small and shallow; many
exhibit playa characteristics. However, the region also contains several of North America’s
largest and deepest salt lakes. The subject of over thirty papers, technical reports and theses,
Waldsea Lake(52°10°N; 105° 10°W), located in south-central Saskatchewan, has received
considerable attention from the scientific community over the past three decades, and is one
of Canada’s best-studied perennial saline lakes. Much of the scientific interest in Waldsea
Lake stems from the fact that it is one of only four meromictic lakes in the entire Plains
region of Canada. Absence of both bioturbation and reworking of the sediments by waves
permits excellent preservation of sedimentary structures in the offshore areas of the lake.
Summaries of the geolimnology, hydrology, and neolimnology of the lake can be found in
Hammer (1978, 1986), Hammer et al. (1978), Lawrence et al. (1978), Parker et al. (1983),
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Schweyen & Last (1983), Schweyen (1984), Last & Schweyen (1985), and Last & Slezak
(1986, 1988).

The water in Waldsea Lake is saline to hypersaline, with an average salinity of the
mixolimnion of 25ppt TDS and 70ppt TDS for the monimolimnion. Both water masses
are alkaline, strongly dominated by Nat, Mg?* and 804%~, and saturated or supersat-
urated with respect to various carbonate minerals at all times of the year. Because of
the high Mg/Ca ratio of the brines, aragonite is the stable CaCOx phase being precip-
itated in the lake today. The monimolimnion is also perennially saturated with respect
to gypsum, as is the upper meter of the mixolimnion during winter. During winter, the
surface water can also approach saturation with respect to various hydrated sodium and
magnesium sulfates. The offshore stratigraphic record of the past 6000 years consists of
laminated to massive, chemically-precipitated sediments (mainly aragonite with some
gypsum, mirabilite, magnesite, hydromagnesite, and protodolomite) mixed with relatively
fine-grained siliciclastics.

Aragonite laminae petrography
The particle size and shape characteristics of the aragonite in the deep-water laminated
sequence of the lake offer considerable insight into the paleolimnology of the basin.

The aragonite laminae, which range in thickness from ~0.2 mm to 2 mm, are irregularly
spaced from 2-3 laminae per centimeter to much closer spacing. Individual laminae are
composed entirely of extremely well-sorted, euhedral, micrometre-sized CaC(33 crystals.
There is an almost complete absence of biological and other non-carbonate grains, sug-
gesting that the layers represent rapid inorganic precipitation and accumulation without
dilution by non-carbonate endogenic minerals, siliciclastics, or organic debris.

These aragonite crystals show considerable variation in both size and morphology.
Individual CaCOj3 crystals range from acicular to ellipsoidal, but are usually uniform in
any single layer (Fig. 15). Many of the laminae have fine, needle-like crystals that are typical
of the aragonite formed in many other perennial saline lakes in the northern Great Plains
region. The aragonite in other laminae, however, have a distinctive wheat grain or rice grain
morphology. This ellipsoidal aragonite has been noted in other deep water saline lakes in
Canada and Australia , as well as from the Black Sea, and is indicative of newly-formed
CaCOj crystals settling through arelatively deep, stagnant, somewhat undersaturated water
column (Sack & Last, 1994; Last & De Deckker, 1990; Hsii, 1978).

Conditions in Waldsea Lake today are such that ellipsoidal aragonite does not form
and the modern bottom sediments contain only acicular CaCO3. However, geochemical
modeling (Schweyen, 1984) indicates that shallowing of the chemocline by about 4 m
would produce undersaturated conditions in the lower water mass and, in turn, create
conditions favorable for the generation of rice-grain aragonite crystals. Thus, laminae with
ellipsoidal aragonite crystals indicate the presence of a stratified water column in which
the chemocline was considerably shallower than that of the modern lake, or, alternatively,
the monimolimnion was less saturated (more undersaturated) with respect to CaCOs.

As shown in Figure 16, the proportion of euhedral acicular aragonite crystals relative to
other shapes in laminae from one of the cores near the basin center increased dramatically at
about 500 years B.P. This suggests that the depth to the chemocline increased significantly
in the lake about that time possibly due to the influx of more freshwater via precipitation
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Figure 15, Variations in aragonite crysial shapes in selected lamimae from an offshore cote in Waldsea Lake,
Saskatchewun, Examples shown on the left illustrate luminae vomposed mainly of ellipsoidal (rice-grained)
crystals; examples un the right show Taminae in which the sragenite 5 mainly of acicular morphology (modified
from Greengrass ot al., 1999; Deligiat et al, 1999,

and steam runoff, increased wind mixing of the mixolimnion, or an increase in the degree
of saturation with respect to CaC(3 of the monimolimnion.

The crystals in individual laminae are extremely well sorted (average & < 1.0 7em) and
have a mean size ranging from less than 2 z4m to more than 20 ¢em (Fig. 17). There is a gen-
eral trend toward increasing crystal size upward in the cores. Although many geochemical
and environmental factors combine to determine the size of precipitated inorganic crystals,
one of the most important is the length of time the crystal resides in the supersaturated solu-
tion. Thus, the stratigraphic variation in aragonite crystal size in the laminae is areflection of
the depth of the supersaturated water column. In the modern lake, this is essentially the depth
of the mixolimnion (or the depth to the chemocline). Using aragonite crystals collected in
sediment traps from modern Waldsea Lake and other aragonite-precipitating basins, it is
possible to calibrate the stratigraphic variation in crystal size in terms of approximate depth
to the paleochemocline (or, more correctly, the vertical extent of the supersaturated water
column; Greengrass et al., 1999; Deleqiat et al., 1999). Other factors, such as the degree
of supersaturation and the amount of crystal size modification that may take place during
settling through an undersaturated monimolimnion, may affect these estimates, but this
crystal size parameter should offer a reliable means of estimating past chemocline depths.

Figure 18 shows the fluctuation in interpreted chemocline depth of Waldsea Lake over
the past 2000 years based on the mean crystal size of aragonite crystals in two cores in the
basin. The Core A, the same core on which the detailed aragonite shape analysis was done,
is located near the deepest (14 m) part of the basin. Core B is located about a kilometer
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Figure 16, Stratigraphic variation in the percent of acicular crystals in individual aragonite laminac from an
offshore core in Waldsea Lake, Saskatchewan. Laminae with relatively low proportions of acicular crystals
indicate relatively shallow chemuocling depths and slightly undersaturated monimolimnion conditions, whercas
laminae with high proportions of acicular crystals suggest relatively greater chemocline depths and near-saturated
conditions in the bonom water. Shape data were collected using a Galai CI8-1 Shape Analyzer. {modified from
Grecngrass et al., 1999; Delegiat ctal . 1999),

north in ~ 10 m water depth. Although the fluctuations do not match precisely, there is good
general correspondence between the two cores. Both cores show a significant increase
in interpreted chemocline depth during the most recent ~500 year period and generally
shallower chemocline depths between about 500 and 1700 years B.P. This corresponds
well with the changes in water column conditions interpreted from the aragonite crystal
shape analyses.

Summary

Texture is the size, shape and arrangement of component particles in a sedimentary deposit.
Texture has to do with the geometric characteristics of individual particles and the grain-to-
grain relationships, whereas structure refers to larger features of the deposit and describes
such characteristics as bedding features and stratigraphic sequence. Size, although an
intuitively easy concept to understand, presents considerable practical problems in terms
of measurement because most naturally occurring particles are irregular and non-equant.
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Figure 7. Examples of variations in mean aragonite crystal size in larminae from a Waidsea Luke core. Size spectra
are shown as histograms of the relative abundance of the crystals in each size category. Note the logarithmic scale
aof the sizc axes (modified from Greengrass et al., 1999, Deleqgiat et al., 1999),

A wide range of definitions of size have been proposed and the equipment designed to
measure size records a similarly great diversity of size-related components. Traditional
methods of particle size analysis, which tended to be time consuming, have been, over the
past several decades, largely replaced by automated and electronic methods. Probably the
most successful of these are the single particle counters, several of which also offer particle
shape analysis systems. There has been a long history of debate and discussion about the
interpretive use particle size distributions. Traditional graphic-based summary descriptive
statistics have given way to more sophisticated methods but some contend that the errors
inherent in the data collection do not warrant the higher level of refinement.
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History & scope
Introduction

Inorganic geochemical analysis of sediment has played a central role in palaeolimnology
since its establishment as a research field. This chapter outlines methods that can be
applied, explores the issues affecting reliability of interpretations, and refers readers to
the appropriate literature.

A distinction is made between inorganic geochemical palaeolimnology and inorganic
geochemistry in general. While sharing many techniques and information sources, the
two subjects differ fundamentally in purpose. Inorganic geochemistry aims to understand
the chemical properties of the natural world, and the behaviour of chemical substances
within it. Geochemical palaeolimnology uses such information to describe and quantify
the environment. Furthermore, whereas palaecolimnological analysis is about lake, catch-
ment or even landscape scale processes, geochemistry often considers minute scales. This
contrast in scale has lead to conflicting interpretations. Geochemists working with labora-
tory experiments, and studying speciation and small-scale mobility, emphasize complexity.
Palaeolimnologists, on the other hand, tend to look at large scale phenomena, and often
find consistent patterns, even where a full geochemical understanding is lacking.

The two disciplines should not be seen as separate. Inorganic geochemistry feeds into
geochemical palaeolimnology because it is important to have a good understanding of the
behaviour of the elements being measured. Conversely, palaeolimnological data can help
to constrain geochemical models. Nevertheless, the contrasts in purpose and scale must be
kept firmly in mind.

A further distinction is made between organic and inorganic methods. For many inor-
ganic elements, behaviour is highly dependent upon organic substances, and the two topics
cannot be treated in isolation. Rather, inorganic methods must include a basic evaluation
of organic components.
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Scope of inorganic geochemical palaeolimnology

Inorganic geochemical palaeolimnology is constrained by the available analytical tools.
Geochemists have sought to describe the elemental compositions of soils and sediment, and
to understand the interactions between different parts of the environment. They have also
sought to understand the transport mechanisms of elements through the atmosphere, living
organisms, surface waters, soils, and sediment. In doing this they have devised analytical
procedures to quantify elemental compositions, and have developed models to explain vari-
ation in the environment. Palaeolimnologists have used these methods, and the knowledge
thus gained about environment-composition links, to infer environmental change from lake
sediment chemical stratigraphy. However, many substances examined by geochemists leave
no record in sediments. Furthermore, there is a difference in how the geochemical tools are
applied. In palaeolimnological geochemistry, there is less emphasis on the molecular scale,
and much more emphasis on macroscale patterns. While the inorganic geochemist isolates
components in lake sediments, with the hope of constructing rigorous chemical models, the
palaeolimnologist works at a larger scale, perhaps applying the geochemist’s models, but
basically using an inductive/deductive empirical methodology to link macroscale features
of the sediment with gross environmental factors.

This empirical emphasis in palaecolimnology is unfortunate, but at present necessary.
Natural materials, such as lake water and sediment, are chemically highly complex heteroge-
neous materials, in which most separate components are poorly characterized. Geochemists
are making progress in studying the different components present, but we are a very long
way from having comprehensive chemical models. In the mean time, the empirical approach
can still be usefully applied to constraining present or past lake environments.

Some aspects of organic chemistry fall within the scope of inorganic geochemical
palaeolimnology. A central aim of the discipline is characterization of particle types within
the sediment. Many of these particles are partially or wholly organic in origin. A minimum
quantitative description of these components is thus essential to inorganic analysis of
sediments. Basic characterization of the organic matter, at least determination of total
C, but preferably N and H as well, is a minimum requirement.

In summary, inorganic geochemical palaecolimnology can be defined as the application
of mainly inorganic geochemical techniques (chiefly elemental determinations and models)
to sediment core samples with a view to shedding light on past environments.

Historical development

Geochemical analysis in palaeolimnology can be traced back to Mackereth (1966) who
attempted to construct an interpretational framework from observations on Holocene sedi-
ments in the English Lake District. Three particularly influential palaeolimnological princi-
ples (for freshwater, clastic-dominated lake systems) were established. First, stratigraphic
changes in lake sediment composition could be most easily explained if they were viewed
as a sequence of soils derived from the catchment. Second, sediment composition is largely
governed by the catchment. Third, peaks in the mineral matter concentration in lake sed-
iment correspond with erosion events. In addition, he showed how both the catchment
and lake conditions influence the concentrations of Fe and Mn, and he established proto-
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cols for distinguishing catchment effects from within-lake redox effects using Fe and Mn
concentrations and ratios.

The work of Mackereth (1966) was based largely on total element concentrations, and
was undertaken at a time when relatively little was known about the geochemistry of lake
sediments. This situation changed in the two decades that followed, as more sophisticated
methods were developed for extracting and analyzing elements in soils and sediments.
At the same time, dating tools for recent sediments, based on radioisotope concentrations
(particularly '*7Cs and®!"Pb ) and exotic pollen from introduced weeds in North America,
allowed sediment cores to be used in the study of recent human impact. During the 1970s,
human impact histories were published from both Europe and North America (e.g., Shapiro
et al., 1971; Digerfeldt, 1972, 1975; Likens & Davis, 1975; Renberg, 1976; Huttunen &
Tolonen, 1977; Davis & Norton, 1978; Huttunen et al., 1978).

The work up to the 1980s is reviewed by Engstrom & Wright (1984) in what is probably
the most influential text on chemical palacolimnology. A number of the general principles
laid down by Mackereth (1966) were supported, but others were rejected or modified. They
concluded that:

#« Mackereth’s evidence for chemical weathering of soils was flawed.

# In oligotrophic systems the sediment reflects catchment as suggested by Mackereth;
but in richer systems, sediments are strongly modified by the lake. Lake and catchment
effects are superimposed in such lakes.

o Chemical stratigraphy is best interpreted alongside biological methods.

By the 1980s, much more was known about the many mineral and biological particles
which make up lake sediments. Studies in the oceans had lead to greater appreciation of the
role of early diagenesis in altering sediment composition. Yet, in spite of these advances,
Engstrom & Wright (1984) argued that ignorance both about the nature of the particles and
about their sources, prevented optimal interpretation of lake chemical stratigraphies. As a
step towards solving these problems they championed chemical fractionation of sediments,
separating a residual fraction from a more available element pool. They argued strongly
that the use of total element concentrations had obscured interpretation of lake sediments.

The refinement of geochemical palaeolimnological methods described by Engstrom &
Wright (1984) coincided with a growing awareness of anthropogenic trace element contam-
ination in lake sediment (e.g., Thomas, 1972; Crecelius & Piper, 1973; Kemp & Thomas,
1976; Forstner, 1976; Bertine & Mendeck, 1978; Hamilton-Taylor, 1979; Rippey et al.,
1982; Norton, 1986). The role of atmospheric pollution was recognized, and procedures
were developed for distinguishing natural from anthropogenic sources of the elements
(Hilton et al., 1985; Renberg, 1986; Norton & Kahl, 1987).

During the 1980s and 1990s this work continued, benefiting from a number of ad-
vances in geochemical understanding of lakes and catchments. Some particularly important
topics include:

¢ Fe and Mn cycling in lakes (e.g., Davison, 1993; Niirnberg & Dillon, 1993; Bryant
et al., 1997).
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e« Trace elements in sediments (e.g., Norton et al., 1992) and lake systems (e.g.,
Schindler, 1975; Imboden et al., 1980; Santschi, 1984; Diamond et al., 1990).

» Particles, surfaces, and trace elements (e.g., Tessier et al., 1996; Benoit & Rozan,
1999).

e The role of diffusion in transferring elements from lake to sediment (e.g., Carignan &
Tessier, 1985; Diamond et al., 1990).

In addition, there is a better understanding of chemical fractionation methods (e.g.,
Mester et al., 1998; Sahuquillo et al., 1999).

At present, inorganic geochemical methods are best used as a supporting tool in general
palaeolimnology, as was suggested by Engstrom & Wright (1984). However, there is no
doubting the magnitude of the contribution of sediment geochemistry to multidisciplinary
studies of lake history (e.g., Digerfeldt, 1975; Mathewes & D’Auria, 1982; Gaillard et al.,
1991; Punning et al., 1997; Valero-Garcés et al., 1997). Together with diatom and pollen
data, sediment chemical data provide a comprehensive picture of long-term environmental
change, or of recent human impact. In the absence of biological methods, geochemical
palaeolimnology is more speculative. However, it remains valuable because of its relatively
low cost (e.g., Boyle, 2000). For preliminary data analysis, and for extrapolation from more
comprehensively studied sites, it has a great deal to offer as an independent method.

Objectives of inorganic geochemical research

The principal objective of this branch of inorganic geochemistry is palaeoenvironmental
reconstruction. To achieve this it is necessary to characterize both contemporary and
past sediments, and to establish the link between sediment composition and environ-
ment. At the heart of this are characterization, classification and measurement of sediment
chemical components.

Classification of sediment components

Sediments are mixtures; analysis of their component parts is essential to their geochemical
interpretation. For example, the palaeolimnological significance Si depends upon whether
it is in diatoms or clay minerals. Before such sediment components can be identified or
measured, they must be classified.

The palaeolimnological research community has long used the terms ‘authigenic’ and
‘allogenic’ at the heart of sediment component classification. While this remains appro-
priate, there is a need for clarity in the way these terms are used. At present, the term
‘authigenic’ is used in three different ways. First, in the geological literature it is used of
minerals formed within the sediment after burial (e.g., Jones & Bowser, 1978). Second, in
most palaeolimnological literature it refers to a sediment component formed within the lake
water or at the surface of the sediment (e.g., Engstrom & Wright, 1984), and is essentially
synonymous with the term ‘endogenic’ (see Jones & Bowser, 1978). Under this definition,
components formed within the sediment are termed ‘diagenetic’. Third, some operational
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classification schemes use ‘authigenic’ to refer to the readily extractable element fraction,
thereby including any extractable allogenic contribution (see Engstrom & Wright, 1984).

Before considering which of these definitions is most appropriate, there are a number
of more general problems with defining sediment compositional components which must
be considered. At the heart of this is interference between three contrasting approaches to
classification:

# Classification based on particle origin (genetic classification): authigenic (= endo-
genic, particles formed within the lake of inorganic and/or biological origin),
hydrogenic (particles formed within the lake of inorganic origin), biogenic (= bio-
phile, derived from biological sources), allogenic (particles derived outside the lake),
anthropogenic (= technogenic, materials derived from human sources); cosmogenic
(from space); aeolian (windblown allogenic particles), minerogenic (= lithogenic,
terrigenous, derived from catchment mineral sources), diagenetic (supplied through
post-burial modification of the sediment).

# Classification based on idealized compositional components in the sediment: organic
(elements bound to organic matter); sorbed (elements sorbed to particle surfaces);
Fe-Mn oxide (elements bound to or within oxides), lattice (= mineral-bound, elements
contained within the structure of allogenic rock-forming mineral).

e C(Classification based on measurable fractions (operational classification). There are
numerous schemes. A typical example might include: acid extractable (dilute acid
reagent); reducible (reducing agent); oxidizable (oxidizing agent); residual (total
digestion).

Each of these schemes has both merits and limitations. Problems arise where different
schemes use similar or identical labels. As mentioned above, the label ‘authigenic’ is
sometimes used for the acid-extractable fraction. The danger is that this brings with it
concepts associated with its definition under the genetic classification scheme.

Genetic classification of some kind is essential; palaeolimnological interpretation de-
pends upon subdivision of components by origin. However, such a scheme must be treated as
strictly hypothetical for a number of reasons. First, even authigenic materials are of external
origin; only the particle formation is authigenic (Engstrom & Wright, 1984). Second, many
components will be from mixed sources; allogenic particles that capture metals from the
water column are both allogenic and authigenic in origin (Engstrom & Wright, 1984).

Compositional classification avoids the difficulty of linking components to sources. As
a compositional component, the Fe-Mn oxyhydroxide fraction is unambiguous even if its
origin is uncertain (mixed allogenic, authigenic, and diagenetic), and we cannot, in practice,
measure it with certainty. Nevertheless, this classification scheme is the one to keep most
clearly in mind, as it can be used to infer origin, and can be deduced from data analysis
and/or sequential extraction.

Operational classification (by extraction agent, or procedure) has the advantage of being
unambiguous (though not necessarily repeatable unless very strict conditions are adhered
to). However, numerous schemes exist leading to problems with comparability. There is
also the problem of what to call the fractions, and how the fraction labels link with the
genetic and composition classifications. The fractions are operationally defined and should



88 J. F. BOYLE

be named accordingly. Engstrom & Wright (1984) introduced an ‘operational’ definition
of ‘allogenic’ (i.e., it ‘consists entirely of mineral particles resulting from erosion of the
catchment soils’) allowing the term to be used for the residual fraction. Conflict between
this definition and their more general definition of ‘authigenic’ (Engstrom & Wright, 1984)
has led to considerable confusion in subsequent literature.

A number of genetic terms are widely used in the recent literature. These are generally
well defined, and are useful where clearly distinguished from any operational definitions.
Included are: authigenic, diagenetic, allogenic, anthropogenic and minerogenic. Some
compositional terms are also widely used: organic, aluminosilicate, oxide, etc. Again,
these are useful where distinguished from operational definitions. The real problem is
what terms to use for the sequentially extracted fractions. The original labels of Tessier et
al. (1979) are cumbersome (C1 to C5), which has encouraged substitution by genetic or
composition labels.

Some conclusions can be drawn from this.

e The term ‘authigenic’ should be used as discussed by Engstrom & Wright (1984),
having the same meaning as ‘endogenic’ (see Jones & Bowser, 1978).

e When using multifraction schemes, e.g., that of Tessier et al. (1979), the labels should
refer to the extraction methods (e.g., mildly reducible).

e In simpler two stage schemes, such as that of Engstrom & Wright (1984), the terms
‘extractable’ or ‘labile’, and ‘residual’ are appropriate, and the terms ‘authigenic’ and
‘allogenic’ should not be used.

Measurement of components

Once a system for classifying sediment components has been devised, there remains the
problem of identifying and quantifying these in the sediment. There are two approaches to
this problem. First, selective chemical extractions can be used to measure the components
directly (described above). This has the advantage of being direct, but there are problems
with specificity of the extractions. Second, inter-elementcorrelations can be used to ‘unmix’
the whole-sample compositions. This has the advantage of not altering the sample, but has
the problem that correlated component cannot be unambiguously separated. Fortunately,
there is little overlap between the various advantages and disadvantages of these two
approaches, and they may therefore be used effectively in tandem. Current methods for
both techniques are discussed below.

Component-environment links

Where did the sediment component come from? What mechanism transported the compo-
nent? These are key questions in palaeolimnology. Passive tracing methods are widely used
to provide answers. To achieve this the components must be quantitatively characterized
in the sediment, and the composition of potential source materials must be known. For
example, Punning et al. (1997) showed that a new minerogenic component had appeared in
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the sediment, and that its composition resembled mining waste but not the other potential
sources. Multivariate analysis of elemental variations makes identification of end-member
compositions relatively simple. However, much more work needs to be done on characteri-
zation of potential source materials, and allowing for the effect of particle size fractionation
in the catchment/lake system on changes in elemental concentrations (e.g., Moalla, 1997).
Techniques in this area need development.

In addition to component identification, we need to know how lake and catchment
environments influence the component concentrations. Many observations have been made
over the last c. 40 years, and there is a steadily growing number of case studies which
examine stratigraphic changes, and which attempt to explain these in terms ofenvironmental
change. These topics are described in detail in the section Inorganic geochemical data in
palaeolimnology, including the impacts of acidification, eutrophication, water balance and
human physical disturbance, etc. on lake sediments.

Elemental analysis

Most chemical analytical procedures applied in palacolimnological inorganic geochemistry
involve determining the total concentration of chemical elements. Even where speciation is
involved, this does not usually conform to definite chemical species, and in essence involves
determination of the concentration of chemical elements in a specified chemical extract.
Basic approaches to elemental analysis are outlined in Figure 1. Procedures fall into two
main categories. First, total elemental concentrations can be determined in the original solid
material. Second, total elemental concentrations can be determined in extracted solutions.
The relative merits of these depend both on the technique and the objectives. Directly
analyzing the solid material means that total elemental concentrations are measured. This
is not suitable ifany kind of analytical partitioning is required. However, some methods for
the analysis of solids are non-destructive, which may be an advantage where little sediment
is available. It also minimizes sample handling, reducing the risk of contamination or
handling error.

Analysis of derived solutions is more versatile, as total or partial determinations are
both possible (Fig. 1). It is always destructive, but sample size is usually small so this need
not be a problem. Generally, there is greater handling of the samples, which increases the
risk of contamination or handling errors.

Many chemical extraction methods involve the use of reagents that are highly haz-
ardous; particularly hydrofluoric and perchloric acids; great care must be taken in using
them. Authoritative advice (conforming with national legislation) must be sought on risk
assessment, appropriate fume cupboards, protective clothing, safe working practices, and
emergency procedures.

Analysis of solid material

Methods for analysis of the solid material can be classified in a number of ways, depending
upon the physical basis and sample size. One class of techniques is based on nuclear
processes, stimulated by neutron irradiation. However, most techniques are based on inner
electron shell atomic properties, centred on x-ray fluorescence stimulated by irradiation
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of the sample by primary x-rays or electrons. X-ray methods are further subdivided by
detector type, e.g., wavelength dispersive or energy dispersive, and sample size e.g., x-ray
fluorescence spectrometry (XRF) on powder, and microprobe or EDS (electron microscopy
with energy dispersive analysis capability) on individual crystals or particles.

Instrumental neutron activation analysis (INAA)

The are a number of different procedures, the most popular of which is termed the Kg
method (e.g., Negi et al. 1997). Small samples of sediment (c. 0.15 g) are irradiated by
neutrons from a nuclear reactor for a few tens of hours. This activates the nuclei of atoms
in the sample, leading to gamma emission which can be measured using a Ge detector. The
method can measure a wide range of elements simultaneously, with excellent sensitivity
and detection limits for some elements (e.g., Smodis et al., 1993; Negi et al., 1997).

X-ray fluorescence spectrometry (XRF)

The basis of any XRF technique is the photoelectric fluorescence of characteristic secondary
x-rays from a sample. These are stimulated by irradiation with suitable primary photons. In
isotope source systems, primary photons are provided by radioisotopes that emit photons
in the x-ray energy band. In tube source instruments, x-rays are generated by accelerating
electrons onto a suitable target in the tube. In both cases, energies of the secondary x-rays
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generated within the sample are characteristic tor the elements present, and the rate of
emission is largely a function of the concentration of the element and absorption of the
outgoing x-rays by the sample. Instruments are calibrated using known reference materials
(e.g., Boyle, 2000).

A furtherdistinction in XRF instruments is the method of x-ray detection. Wavelength
dispersive instruments (XRF-WD) are more precise, but more time consuming. Energy-
dispersive instruments (XRF-ED) are more rapid, but less precise and with poorer detection
limits. An isotope-source energy-dispersive system can process 70 samples per day for
14 elements (Boyle, 2000).

For most elements, XRF has far poorer detection limits than the solution techniques
described below. However, for many elements of interest this is not important, as observed
concentrations are far above the detection limit. In such cases the minimal handling, and
excellent precision of XRF make it highly suitable for the analysis of sediments.

Energy dispersive x-ray spectroscopy (EDS) and Microprobe

Both of these methods share similarities with XRF in that they stimulate and measure x-
rays. They can be energy-dispersive or wave-length dispersive (microprobe only). They
differ from XRF in two main respects. First, they stimulate x-rays using an electron beam.
Second, the beam is narrow, so individual minerals can be determined. Application in
palaeolimnology is relatively restricted. EDS has been used for automatic characterization
of spheroidal carbonaceous particles (Watt, 1998), which could equally well be applied to
minerals in sediments. Microprobe can also be used to characterize fine-grained sediments
by measuring localized whole-sample composition (by defocusing the electron beam) at
random locations. The observed variation in element concentrations can be unmixed using
numerical methods (Boyle, 1984). A microprobe can also be used to measure total element
concentrations in small samples by preparation of small beads by fusion (comparable to
the laser ICP-MS technique of Fedorowich et al., 1993).

Carbon
In palaeolimnological studies carbon has been divided into two fractions: organic carbon,
which is the residual remains of plant and animal tissues; and inorganic carbon, mainly
calcium carbonate (e.g., Dean, 1981). Both these fractions can be measured accurately,
under favourable circumstances, by determining the weight loss on heating (Dean, 1974).

Dry samples thoroughly at 105 °C, cool and weigh (W ns). Heat for 4 hours at 550 °C,
cool and reweigh {Wss;). Heat again for 2 hours at 1000 °C, cool and reweigh {Wpna).

Weight percent organic matter = 100 (W 195 — Wssg¥Wyps

Weight percent carbonate = 100 {Wss0— W n00¥W g5

The accuracy of the loss-on-ignition (LOI) method depends on both the organic matter
concentration and the nature of the sediment. The main problem is that most minerals
contain structurally bound water that is released progressively on heating. Some clay
minerals contain ten weight percent structural water; thus an LOI of 10% need not indicate
that organic matter is present. Mackereth (1966) discusses this problem, and shows that
there is significant discrepancy between measured carbon and LOI if the LOI is less than
c. 10% (Fig. 2). The problem can be minimized by not igniting above 375 °C for organic
matter (Ball, 1964). However, not all organic carbon will be ignited at this temperature,
and a compromise must be identified, based on the abundance of organic matter and the
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Figure 2. At values below 10%, LOI can sertously underestimate organic carbon. Graph re-drawn from
Mackereth (1966},

questions being addressed. Generally, where LOI is low, the relationship of LOI to C should
be evaluated by direct C determination, and a correction applied if necessary.

There are two classes of method for C determination. If only occasional measurements
are required, then wet oxidation and titration are suitable (e.g., Tinsley, 1950). If large
numbers of samples are to be determined, an instrumental carbon analyzer is preferred.
This has the added advantage that with many instruments S, N and H can be analyzed at the
same time. However, the technique has high consumable costs and is not likely to replace
LOI as a routine method for organic matter determination in palaecolimnology.

Analysis of solutions

Atomic emission spectrometry (AES)

Thermal excitation of atoms results in emission of narrow radiation lines of characteris-
tic wavelength within the visible spectrum. With an appropriate experimental setup, line
intensity is proportional to element concentration, an effect that has been employed by
chemical analysts since the middle ofthe 19th century. The analytical value of the technique
is severely limited due to the large number of lines emitted by each element, and the
consequent spectral interferences. This is not a problem for the alkalis, and AES, usually
by propane flame photometers, is better than AAS for the measurement Na, K and Li.

A more recent addition to the AES family uses high temperature plasma to promote
emission. Inductively coupled plasma atomic absorption spectrometry (ICP-AES) has the
advantage that a wide range of elements may be measured simultaneously. However, great
problems with spectral interferences restrict the value of this technique for complex mixture
such as sediments.
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Atomic absorption spectrometry (AAS)

Atomic absorption analysis is based on the absorption by free atoms of light at a specific
wavelength. Near-monochromatic light of the appropriate wavelength is usually provided
by a hollow cathode lamp. Absorption is generally free from spectral interferences, and is
linearly related to concentrations over a wide concentration range. There are non-specific
background effects varying with the matrix, so background correction is essential in trace
element analysis, particularly for electrothermal methods. This is simply achieved using a
deuterium lamp.

AAS is split into two types according to the method by which the sample is atomized. In
flame atomic absorption spectrometry (FAAS) the sample is aspirated into a flame which
is placed in the path of the light. In electrothermal atomic absorption (EAAS) the sample is
placed in a graphite tube and heated in a brief pulse by passing an electric current through
the tube. Generally, EAAS is more sensitive, giving better detection limits, but suffers from
more matrix interference effects than FAAS.

Recent improvements in FAAS include the addition of a flow injection sample delivery
system. This allows for automatic dilution and reagent addition, and also provides for
automated cold vapour or hydride generation needed for As, Se and Hg (e.g., Saraswati et
al., 1995). Other new techniques are improving the sensitivity of FAAS. A slotted silica
tube placed in the flame improves the sensitivity 8 fold for Cd and c. 3 fold for Cu, Pb, and
Zn. Experimental application of graphite tubes in the flame can improve Pb sensitivity 50
fold (Alvarado & Jaffé, 1998).

Cost, simplicity, and sensitivity make FAAS an ideal instrument for measuring a wide
range of elements appropriate to palaeolimnological inorganic geochemistry.

Inductively coupled plasma mass spectrometry (ICP-MS)

ICP-MS uses a high-temperature plasma to atomize samples for mass spectrometric anal-
ysis. In contrast with ICP-AES, the method is highly selective and has excellent detection
limits (e.g., Catterick et al., 1995). For most elements, ICP-MS is the method giving best
accuracy and detection limits. The disadvantages are its high cost compared with FAAS,
and greater sample handling when compared with XRF.

Colorimetric methods

Colorimetric methods, whereby chemical species are determined by their ability to alter
the colour intensity of a dye, have limited application in palaeolimnology, because there
are more suitable alternative methods for most elements. However, colorimetry remains
the method of choice for P (e.g., APHA, 1980). A flow injection method can be used to
automate the analysis (e.g., Mas et al., 1990). If the total P concentration of a sample is
required, wavelength dispersive XRF is a good alternative.

Summary of methods: comparison of detection limits

The figures in Table I are based on the assumption of good practice with respect to clean
water, glassware and laboratory working practices. The detection limits in solid material
for the solution techniques are based on 0.5 g samples diluted to 25 ml. For the last three
columns, the data are two standard deviations for fitted values through reference materials.
They are essentially measures of precision.
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Table . Guide to approximate delection {nnts. Blank cell: absence of data. A dash indicgres that the
methad is poor for 1ypical concentranons, AH concentrations are in pg/g. For soluton inethods, the
detectron hinut in solid form s based on 0.5 g solid in 25 ml soluton

Element FAAS! EAAS! ICP-AES! [ICP-MS! XRFED? XRFWD? INAA?
Al 15 0.002 0.2 0.005 : 500
Sbh 1.5 (0.005) 0.0l 3 0.001 0.
As 5(0.001y 001 1 0.0025 : 22
Ba 0.4 0.005 0.005 0.001 . 11 32
B 35 1 0.1 0.005
Cd 0.025 0.00015 0.05 0.001 : 40
Ca 0.05 0.0025  0.004 0.25 1200 300
Cl 0.5 1300
Cr 0.1 0.0005 0.1 0.001 6 8
Co 0.3 0.0005 0.1 0.001 . 2
Cu 0.05 0.001 0.045 0.0015 - 1 2000
Eu 1 0.001 = 0.2
Ga 2.5 0.005 0.5 0.004 : 12
Fe 0.15 0.001 0.05 0.05 600 300 2400
La 100 0.05 0.005 - 2 4
Pb 05 0.0025 1 0.001 27 3
Li 0.025 0.0025  0.045 0.005 .
Mg 0.005 0.0002  0.004 0.005 : 300
Mn 0.05 0.0005  0.02 0.002 700 70
He 10(0.0004)  0.05 I 0.0015 e 02
Mo 15 0.002 025 0.004 6
Nd 50 0.001 - 1 6
Ni 0.2 0.005 0.2 0.0015 25 1
Nb 50 0.15 0.001 4 1
P 2500 1.5 1.5 1 - 30

0.1 0.001 2.5 05 1700 50 3000
Rb 0.1 0.0025 0.001 9 1 7
Sc 1 0.01 0.004 . I 0.6
Se 3.5(0.001)  0.01 3 0.025 -
Si 3 0.02 0.15 0.5 6000 900
Ag 0.045 0.00025 0.05 0.002 - 0.5
Na 0.01 00025 0.2 0.003 = 400
Sr 0.1 0.001 0.0025 0.001 24 8 60
S 2.5 25 1200
Sn 5 0.01 2 0.0015 . 30
Ti 25 0.05 0.025 0.003 220 60
v 2 0.01 0.1 0.0015 7
Y 25 0.01 0.001 1
Zn 0.04 0.0005  0.05 0.004 30 2 2
Zr 15 0.04 0.0015 28 2 60

! Duta trom Perkin Elmer. Guide to Technigues and spplications of atomi¢ spectroscopy, {1988)
* Royle § 1000

3 Fitton ot ul. (1984}

+ Smodis o1 al. (1993).
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Note that Cr is particularly problematic with AAS and ICP-AES methods due to matrix
enhancement effects (Liu et al., 1996).

Extraction methods

Total digestion

Total digestion of mineral-bearing material can be achieved by fusion or acid attack us-
ing hydrofluoric acid (HF). Fusion methods are rarely used today. A recent review by
Kowalewska et al. (1998) found no advantage of fusion over acid digestion. The preferred
method is total digestion by a mixture of hydrofluoric and perchloric acids. There are two
main approaches. Allen et al. (1974) uses perchloric acid in open vessels to fume off the
hydrofluoric acid and silica. This has the advantage of improving analytical accuracy by
eliminating Si interferences. It has the disadvantage of preventing Si determination. The
alternative method (e.g., Buckley & Cranston, 1971; Kowalewska et al. 1998) is to use a
sealed PTFE (polytetrafluoroethylene) bomb, which retains the silica. The free hydrofluoric
acid is made safe by adding boric acid.

Partial and sequential extraction

Sediment can be separated simply into two fractions (easily extractable and the rest), or in
a more complex way where progressively more aggressive chemical attacks are applied in
succession. Issues relating to this are discussed at length below.

Partial extraction techniques aim to bring ‘readily available’ ions into solution, while
leaving behind those that are inert with respect to the lake system (i.e., lattice bound
elements). The problem is to find a reagent which will efficiently extract the available ions,
while not significantly attacking the aluminosilicate minerals. A good review is offered by
Malo (1977), who recommended using 0.3 M HCI. Engstrom & Wright (1984) basically
support this, but add an oxidizing step (using Hz(»). This is then not very different from
other oxidizing acid attacks, such as aquaregia (e.g., Hornburg & Luer, 1999) or nitric acid.

Sequential analysis aims to distinguish a greater number of fractions. The validity of
this approach is discussed below. The most widely used method for lake sediment is that
of Tessier et al. (1979). This defines five classes of element associations, but can only be
applied if suitable precautions are taken with the samples, such as sampling and storing
under nitrogen. An alternative approach is that of the European Community Bureau of
Reference (BCR). This has the advantage that it has been critically tested against a standard
reference material (Quevauviller et al., 1997; Mester et al., 1998).

Some elements may require special extraction procedures, e.g., Phosphorus (Pardo et
al., 1999); Sulphur (Fiedler et al., 1999); Arsenic (Yehl & Tyson, 1997); Silica (Ragueneau
& Treguer, 1994); Mercury (Quevauviller et al., 1996).

Sampling

Lake sediments are commonly highly heterogeneous, showing strong lateral and strati-
graphic variation. These variations are typically far greater than analytical uncertainty,
and lateral variation may be as great as stratigraphic variations. If it is intended that
surface sample concentrations should represent averages for the lake, or that cores should
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represent the average profile, then great care must be taken in sampling. The problem of
sampling surface sediments, and a protocol for determining average values, is discussed by
Baudo (1989) for Lake Orta in Italy. The number of cores and choice of sites required for
determining an average profile is discussed by Rowan et al. (1995a; 1995b). They suggest
that 5-10 cores are needed to give a good indication of the mean profile. Engstrom &
Swain (1986) clearly illustrate the value of multiple core studies within a single basin, as
this allows far better discrimination between the possible causal factors.

An additional, and frequently disregarded, problem is the role of particle size. Strati-
graphic variation in sediment particle size will cause corresponding variations in elemental
concentrations. It may be desirable to size fractionate sediment samples by sieving or
settling prior to elemental analysis.

Quality control and reference materials

Accurate and precise elemental determinations are essential and relatively easily achieved.
A number of steps can be taken to avoid problems, detect contamination and verify accuracy.

Reagents, laboratory, and equipment

Issues of cleanliness in the laboratory are discussed by APHA (1980). The essentials are:
Water: double distilled, deionized water, with regular quality control. All reagents should be
prepared using this water. Laboratory: for major elements a regularly cleaned laboratory is
sufficient. For most trace elements it is essential that the laboratory is dust-free. Equipment:
the most important factor is proper cleaning of all items which come in contact with
extractant solutions. All beakers, in addition to standard cleaning, should be acid-washed
in concentrated HCI, and rinsed thoroughly in double distilled water.

Blanks and quality control samples

The use of reagent blanks, prepared at the same time as the samples using identical pro-
cedures and the same quantity of reagents, is an essential step in evaluating contamination
(APHA, 1980). At least 5% of the sample number, or a minimum of six blanks, should be
prepared. High, but constant, blank values point to contaminated reagents. Subtraction of
the mean blank value from the solution concentrations for the samples is the remedy if the
contamination is minor. If blanks are high with respect to the measured values, ways to
reduce the blank values must be found. Erratic high blanks point to contamination either
by dust or dirty glassware. This can be serious if it is significant. Running a number of
suitable blanks allows such effects to be identified. Analysis of 5% or more of the samples
as duplicates serves to evaluate overall precision.

Reference materials
With the relative analysis techniques described above, accuracy is best evaluated by ref-
erence to external standards. Inter-laboratory comparisons have a role to play in multi-
laboratory projects, but the basic tool is the certified reference material. These are natural
materials which have been homogenized and analyzed by a range of laboratories, and have
agreed, or ‘certified’, concentrations for some of the elements they contain.

Most reference materials have been certified for total concentrations only. They can,
however, still be used for partial extractions, as they provide constraints on concentrations,
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Table 11, Some standurd reference materals appropnate for kike sediment studics.

Name Source Type

CRM277 BCR Estuarine sediment
CRM280 BCR Lake sediment
CRM320 BCR River sediment
CRM601 BCR Lake sediment

CRM 2 NIES Pond sediment
GBW7309 MC Stream sediment
GBW7602 MC Bush branch & leaves
GBW7603 MC Bush branch & leaves
GBWT7604 MC Poplar leaves
GBW7605 MC Tea

NBS-1B NBS Argillaceous limestone
NBS-88a NBS Magnesian limestone
SRM1632b NIST Trace elements in coal
SRM1646a NIST Estuarine sediment
SRM2704 NIST Buffalo River Sediment
SRM2709 NIST San Joaquin Soil
SRM2710 NIST Silver Bow Creek Soil

BCR Commuonity Hurcao of Refercnce, Commission of the European Communitics.

MO Nuuonal Research Centre for Certified Reference Materiuls, China.

KBS Nouonal Bureaw of Stndards

KNIES National Institute For Environmental Swdies, Environment Agency ol Japan.

NIST Matonad bstitede of Sadizedy and Techmolopy. Unned States Department of Commerce

and some published data exist, providing a guide to expected results (e.g., Hall et al. 1996).
Furthermore, a laboratory can ensure internal consistency by monitoring results through
time. More recently, there has been an attempt to develop reference materials with certified
values for extractable ions. The best studied of these at present is a lake sediment from Italy,
CRM601 (From Lake Flumendosa, Quevauviller et al. 1997; Lépez-Sanchez et al., 1998).

In every batch of determinations, a range of appropriate reference materials should be
included. There are a number of considerations affecting the choice of reference materials.

» Ideally, the range of concentrations should bracket those of the study. It is as important
to have low concentration materials as to have high concentration materials.

e Ideally, the matrices should be similar.

In studies where successive batches are analyzed, it is particularly important that a
suitable set of reference materials is analyzed in each batch. An internal reference material
(or set of materials) can be useful; these can be ideally matched for concentration range and
matrix. Issues relating to the preparation and validation of reference materials are discussed
by Quevauviller (1998). Table II shows arange of suitable international reference materials.
Note that there are no standard reference materials for peat. For highly organic sediments
or peats, plant tissue materials are a reasonable alternative.
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Identifying, characterizing, and quantifying sediment components

Characterization of sediment components can be achieved directly using sequential chemi-
cal extractions. The advantages and limitations of this approach are discussed in the section,
Partial chemical extractions and sediment sourcing. In this section, numerical approaches
to determining the sediment components are addressed.

Graphing, correlation, and regression

Graphical representation of inter-element relationships is the most basic method in the
discipline, and is valuable even where more sophisticated numerical methods are employed.
There are numerous examples in the literature, from the earliest studies (Mackereth, 1966)
through to the present (e.g., Boyle & Birks, 1999). Graphical methods serve to evaluate the
strength of arelationship robustly regardless of distribution and linearity, in a way that no
numerical method can. Indeed, while correlation coefficients are valuable, they should not
be used without supporting graphical analysis. This is not to underestimate the usefulness
of the R value. Where graphical analysis shows that linear regression is a reasonable model,
R? values are a very useful way of quantifying inter-element associations (e.g., Boyle et al.,
1998). Where R? values are very high, regression is a useful tool for determining element
ratios in components of the sediment. This is particularly effective where elements are
distributed between only a few sediment components. For example, Hilton et al. (1985) use
regression analysis to apportion the trace elements to a constant background parameter and
to the mineral fraction, and Ochsenbein et al. (1983) use regression analysis to determine
the association of Mg with chlorite in Blelham Tarn. Figure 3 illustrates the use of regression
to find the relationship between Zn and residual Fe, a tracer for natural supply, in Antonelli
Pond, California.

Simple bivariate scatter plots have the disadvantage that dilution distorts the relationship.
Triangular diagrams have the advantage of eliminating dilution effects, and of increasing
the number of elements represented. This approach is particularly useful for highlighting
compositional differences (e.g., Englund & Jgrgensen, 1973).

Matrix methods and unmixing

The process of determining the end-members that make up a mixture can be referred to as
unmixing. Simple approaches to unmixing often use ratios to an index element. For example,
Norton & Kahl (1987) use element: Ti ratios to quantifying trace element baselines, and
ten Hulscher et al. (1992) use Sc as a sediment source tracer. However, if there is prior
knowledge of end-member compositions, then their contributions to the mixture can be
found by least-squares approximation (e.g., Bryan et al., 1969). Such end-members can be
selected in many ways. The method of Miesch (1981), discussed below (Positive subspace
and unmixing), offers a method based on observed data structure. Alternatively, extreme
compositions may be used, or expected end-members such as mineral compositions (A
good basic source reference for mineral chemical compositions is Deer et al. 1966). The
method is easily coded on a computer; code and discussion are offered by Davis (1986).
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Figure 3. Regression is osed 1o quantify the relationship between acid-extractable Zn and residual Fe in Antonelli
Pond, California, ustng the method of Hilton et al. {19853 Unpublished dati.

A different approach to unmixing involves the use of multivariate discriminant func-
tions. Collins et al. (1996, 1997) successfully apply this technique to sediment source
discrimination in suspended river particulates and river over-bank deposits.

PCA and related methods

Description and pitfalls

Principal components analysis (PCA), and other techniques based on eigen analysis (factor
analysis), have been widely applied to geological data since the 1970s. An excellent general
introduction and FORTRAN computer code are given by Davis (1986). The methods can
also be performed using many modern data analysis software packages. The following
brief description of eigen analysis introduces aspects relevant to unmixing of multivariate
data sets.

For any data set comprising objects (e.g., sediment samples) on which a number of
variables have been measured (e.g., element concentrations), an abstract composition
space can be defined in which the variables are the dimensions. Within this space, the
position of a sediment sample is determined by its elemental concentrations. Dissimilarity
between sediment samples is measured by the Euclidean distances between them in the
composition space. If all of the elements varied in concentration independently (i.e., they
were uncorrelated), then the concentrations of all elements would be needed to describe
the positions and inter-relationships of the samples. However, in all real sediment data
sets, the element concentrations are partially interrelated; sediment samples can be seen as
mixtures of a small number of independent multi-element sediment components. In such a
case, the composition space can be accurately represented by fewer axes (dimensions). The



100 J. F. BOYLE

number of axes is equal to one less than the number of independent sediment components.
Thus, if the mixture contained only two minerals, then variation across the samples can be
represented by only one axis, the opposite ends of which represent the two minerals. More
commonly there 3—4 significant axes, but that is a lot better than the sometimes tens of
original variables. Eigen analysis is simply a mathematical procedure for identifying these
combination axes.

There are several key issues in the application of these techniques.

e FEuclidean distance is not the only possible measure of dissimilarity. It is, however,
ideal for dealing with mixtures.

e Data transformation and re-scaling may be appropriate. As with all methods based on
Euclidean distances, outlying objects have a disproportionately great influence on the
outcome. Data cleaning or transformation is necessary to deal with this. Furthermore,
in the most basic form of PCA (in which a simple cross product matrix is used), high
magnitude variables have more influence than low. This can be overcome by scaling.
The most common practice is to standardize the variables.

« Should factors be defined? In its most basic form, PCA provides arelatively objective
assessment of the relationships between both the samples and variables (it is not,
however, without subjectivity, as decisions have to be made about inclusion of vari-
ables, and about transformation and scaling). In factor analysis, there is further erosion
of the objectivity. Instead of simply displaying the patterns, factor analysis attempts
to determine the number of independent components (or factors) which underlie the
data set, and to find their composition. While there are procedures to help choose
the appropriate number (e.g., Hsu et al., 1986), in practice the approach tends to be
rather arbitrary (see Dean et al., 1988; 1993). Nevertheless, in its Q-mode form, factor
analysis has been widely applied to unmixing problems.

o Correlated components. The method can only work perfectly if all of the contributing
sediment sources are uncorrelated. If they are correlated, then even if they are func-
tionally independent, no amount of rigid rotation of the axes can fully separate them.

Q-mode factor analysis

The various factor analysis methods which became widely available during the 1970s are
ideally suited to the examination of conservative mixing (Klovan & Imbrie, 1971). They can
be used to simultaneously classify sites and identify independently varying compositional
components. Dean et al. (1988; 1993) apply Q-mode factor analysis to total elemental
analyses of lake surface sediments, with a view to regional classification and sediment
source characterization. The approach uses a varimax rotation. This is anumerical procedure
that rigidly rotates the selected axes to maximize or minimize the variable scores on each
axis. This helps in the interpretation of the factors as real end-members.

Such techniques have the distinct advantage that once the elements are selected, the
method is not subject to user-bias, beyond the choice of the number of factors to be
included in the varimax rotation. The resulting factors are truly independent of each other,
and faithfully reflect the composition of the original data set, within certain transparent
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limits. However, there are problems. Once the analysis is complete, the normal practice
is to interpret the factors by identifying them with known actual processes or sediment
components on the basis of the element loadings. This process is subjective, reducing any
advantage of factor analysis over more basic PCA methods.

In conclusion, the appeal of ‘objective’ factors is great. However, except in simple cases,
there is little advantage in this approach compared with using PCA biplots to examine
multivariate relations and possible end-members (see Birks, 1987).

Positive subspace and unmixing

The factor analysis methods described above can be used to explore mixing, and to identify
components. However, they do notyield estimates of the end-membercompositions. Miesch
(1981) proposed an alternative method, starting with Q-mode factor analysis, which aims
to identify and quantify sensible end-member compositions based on the structure of the
data. The concept is developed as follows;

s No components of a real mixture have any elements with negative concentrations.

» In a Q-mode factor analysis of data that have not been standardized, the first axis
will have positive values for all elements, but the remaining axes will contain some
negative elements.

e The second and further axes cannot represent real end-members, because of the
negative values they contain. However, there is a region of composition space close
to the first axis where all compositions are positive. This contains all the realistic
end-member vectors.

« For a simple mixture, the boundary of this positive composition space describes a
shape with straight sides and intervening apices. The number of apices equals the
number of axes, or end-members if fewer. Thus, if three end-members are found, the
shape bounding the positive solutions is triangular. The apices of the shape give the
best possible estimates of the end-member compositions.

In the ideal case, where one element at least of each actual end-member is zero, then
this method perfectly identifies the end-members in artificial data sets (Miesch, 1981).
Furthermore, in such a case the end-member vectors are orthogonal and the data set is
perfectly accounted for. If, however, no elements are zero in the true end-members, then
perfectunmixing is not achieved, and the axes are not orthogonal. The end-members found
this way only imperfectly account for the original data.

The method is easy to apply to three axes, yielding a maximum of three end-members.
Because real data sets are complex, a perfectly triangular positive subspace is rarely ob-
served. However, by considering the changing compositions around the perimeter of the
subspace, realistic estimates of the end-members can be identified. For example, the sedi-
ment in Pinto Lake, California (Fig. 4) has a broadly triangular subspace, with five apices.
By comparing the compositions represented by these apices, it is possible to constrain the
end-member compositions.

In spite of the obvious merits of this approach to dealing with conservative mixing in
soils and sediments, it has been little applied.
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Figure 4. The Miesch {198]) precedure for identifying compositional cnd-members, A subset of composition
vectors surrounding Axis 1 yield compositions with positive values for all elements. Qutside this area, some of
the elements have negative concentration values. Compositions coreesponding to the numbered points are given
m 1he inset table, Data from Pino Lake, Sania Cruz, California (Unpublished data).

Normative calculations

Calculation of normative mineral concentrations is common practice in igneous petrology.
This is a standardized scheme for deducing the concentration of idealized, or ‘norma-
tive’,minerals from whole-sample elemental concentrations. Garrels & MacKenzie (1971)
propose a normative method for sedimentary rocks. As they state, it is not intended that
the ‘norms’ so calculated should portray the actual minerals present, rather that a feel for
the mineralogy is given. The method below is slightly modified to allow for the different
mineral assemblages found in lake sediments; illite, organic matter, and Mn have been
added, and a mixed Fe and Mg chlorite is used in place of the original Fe-free chlorite. The
method is appropriate only for fine-grained sediments, and is likely to work best on clastic

dominated systems.
To apply the method, all the major elements must be known. Then a series of steps must

be taken:

1. Recalculate the elements as wt. % oxides (8102 = Si = 2.14; Al0O5 = Al » 1.89; total
FeOOH =Fe x 1.43; MgO =Mg x 1.66; CaO = Ca x 1.40;MNu;0 = Na x 1,33; K20
=K % 1.21; MnO2 = Mu x 1.58; TiO; = Ti = 1.67).

Organic matter = wt. % LOL
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2. Sum the oxides, LOI, and CO?z (if significant) for each sample, and make sumequal to
100 (i.e. multiply each value by 100/sum).

3. Divideeach oxide by its molecular weight; the components will then be in moles/100g
of sediment.

Idealized minerals assumed to be present; calcite {(CaC()3); Ca-feldspar (CaAl;Si20g);
magnesite {MgCQ3); chlorite {Mg3 sFe) sAl81304); Na-feldspar (NaAlSiz;Og); illite
(K Ty, | Al35{7014); kaolinite (At S1407); K-feldspar {KAlSiz30Og);silica (5i02): Fe oxy-
hydroxide (FeOOH); Mn oxide (MnQO;).

Progressively apportion the elements (as oxides) to the minerals using the following
sequence. After each step subtract from the element totals all of the elements contained
within the mineral of that step.

1. If CO7 < Ca0 calcite = CO2, and Ca -feldspar = remaining CaO
If CO7 = CaOthen calcite = CaO, and magnesite =remaining C(O-
2. Chlorite = remaining MgO/3.5
3. Na-feldspar = 2 x NuazO
4. Illite = 10 x TiOa
5. K-feldspar =remaining 2 x KO
6. Kaolinite =remaining Al:0;
7. Silica =remaining SiQ2
8. Fe oxyhydroxide = remaining FeOOH
9. Mn oxide = MnO;

Finally multiply the sum for each mineral by its molecular weight to get its weight
percent concentration (calcite; 100.09; Ca-feldspar, 278.2; magnesite 84.3; chlorite, 531.0;
Na-feldspar, 262.2; illite, 705.4; kaolinite; 222.1; K-feldspar, 278.3; silica60.1; Fe oxyhy-
droxide, 88.8; Mn oxide 86.9).

This system can be applied very easily using a spreadsheet. It must be remembered
that the minerals identified are hypothetical. At any one site the method can be improved
by refining the mineral compositions on the basis of local knowledge. For example, in a
site with low chemical weathering, mica (muscovite, KzTig 1 Als.481g 502) might be more
appropriate thanillite. Alternatively,ifsignificantTiis presentin minerals other than micas
or illite, this will need to be allowed for.

Calculating trace element baselines in pollution studies

As Norton & Kahl (1987) state, identification of the natural trace element contribution is
essential if lake sediments are to be used as recorders of pollution. Early studies simply
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used ratios to Al to allow for variations in the natural supply (e.g., Kemp & Thomas, 1976;
Bertine & Mendeck, 1978). Norton & Kahl (1987) instead apply a correction using element:
103 ratios. The principle is that the natural trace element supply can be divided into two
fractions; soil minerals with associated trace elements, and the rest of the sediment lacking
trace elements. Thus, unpolluted sediments will have trace element concentrations that vary
with a soil mineral tracer, for example TiO2. The anthropogenic fraction can be found by
subtracting the background fraction from the total concentration. i.e.,

TiO7(xy
TiQ2s)

pb-"a‘(x) = pbtma!,(x) - [ :I [pbst (l)
where: suffix a = anthropogenic, (x) is any depth, and b = background.

This approach is particularly appropriate where total element concentrations are used,
because a high fraction of elements such as Zn, Cu, Ni, Co and V are firmly bound in mineral
lattices. For elements such as Hg, Cd and Pb, the labile fraction is generally greater. When
acid extractable concentrations are measured, the strength of the correlation between trace
elements and TiQ2 weakens, reducing the value of the method. Further, given the key role
of organic matter in binding elements such as Hg, Cd, Cu and Pb, it may actually introduce
errors. Renberg (1986), for example, working with extractable trace element concentrations,
concluded that normalization to organic matter can be appropriate, in complete contrast
to Norton & Kahl (1987). A further potential problem in highly organic sediments is that
acid-extractable TiO; can be significant (Engstrom & Wright, 1984).

An alternative model was suggested by Hilton et al. (1985). Rather than assume a
fixed ratio of trace elements (total concentrations) to the catchment source tracer, they use
regression to determine a model. The method is compared with that of Norton & Kahl
(1987), using data for Zn from Antonelli Pond, California. Residual Fe is used here as a
natural source tracer (Fig. 5). The method is not without problems. Hilton et al. (1985)
argued that, in addition to the soil particulate component, some of the trace element would
be supplied in solution leading to a positive value for the regression intercept. However,
in practice, they found negative intercepts for all trace elements for which a significant
regression model was found, suggesting that the theoretical basis is incorrect. A plausible
explanation for the discrepancy may be vertical differentiation of the source soils. The ratio
of natural trace elements to TiOz (or any other passive tracer such as Mg or residual Fe is
unlikely to be constant throughout the soil profile. Alternatively, if TiO- and trace elements
are associated with different particle sizes, mechanical sorting in the lake system may cause
separation (e.g., Norton et al., 1992). This problem does not mean that the method of Hilton
et al. (1985) should not be used; it remains the best available method. It may well be better,
however, to look for tracers which discriminate between parts of the soil profile, or which
correlate better with trace elements in soils.

Two possible alternative soil tracers are organic matter and acid-extractable Al. Organic
matter has a well-known association with trace elements in sediment cores (Renberg, 1986).
Boyle et al. (1998) also observed this effect in Lake Baikal, as do Boyle et al. (in prep)
in Spitzbergen. However, variable amounts of authigenic organic matter prevent the use of
total organic matter as a normalizing index. On the other hand, a measure of soil organic
matter, based on N : P : C ratios, might be a suitable tracer to soil trace elements in many
lakes. An alternative is acid-extractable Al, which, like trace elements, is strongly associated
with the soil organic fraction. In a system where physical transport of soil particles to the
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Frigure 5. Estimation of baseling concentration for Py using the methods of Hilton et al {1985y and Norton &
Kahl ¢ 19863, Duta from Antonclli Pend. Santa Cruz, California {Unpublished data).

lake dominates the supply of trace elements (i.e., not acidic), acid-extractable Al may be
a suitable tracer. The chosen tracer can then be applied using the procedure of Hilton et
al. (1985). As an example, consider concentration profiles from Nunatak Lake, Greenland
(Fig. 6). A striking similarity is seen between the Pb and the acid-extractable Al and
Mn profiles.

Areas of contention
Partial chemical extractions and sediment sourcing

Chemical fractionation by sequential extraction has been developed as a tool in environ-
mental geochemistry for two main reasons. First, to understand the behaviour and fate
of elements. Second, to predict aqueous speciation, mainly for toxicological reasons. The
various techniques employed have greatly advanced our understanding in environmental
geochemistry, though they are not without their problems. Palaeolimnologists would like
access to such methods and information, but are faced with additional problems; has the
speciation changed since accumulation?

There are two main issues. First, are the extracted chemical fractions specific and free
from redistribution? Second, can the methods be applied to buried sediment. The second
question involves three different points. Does speciation change on sampling? Does it
change during diagenesis? Most importantly, is any useful palaeolimnological information
recorded in the extracted fractions?

There are a number of studies which have looked at speciation in aqueous particu-
lates. The method of Tessier et al. (1979) is a good example. These methods have been
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Figwre 6. At Nunatak loke, Greealand, the sediment Pb concentration profile shows a slight surfuce ennichment.
The baseline Pb concentrution (lne with no symbols), estimated using the method of Norton & Kahl (1987,
does nol aceount Tor this surface cnrichiment, which might be (aken as evidence for an stmospherie pollution
signal. However, the acid-extractable Mn and Al profiles resemble (hat of Ph, The similarity of (he profiles
for elements with such differing mobility can only be expluined by a physical transport/sorting mechanism. A
plausible explanation is that all thece clements are associated with fine particles formed in catchment inceptisols.
A small excess of Ph above both Mn and Al in the top o. 2 cm may indicate an amospheric pollution component.

used to explore geochemical processes relating to contemporary sediments (Tessier et
al., 1989). The European Community Bureau of Reference (BCR) has also developed
a method (e.g., Sahuquillo et al., 1999). The reproducibility of such techniques has been
recently improved by the development of appropriate reference materials (Sahuquilloetal.,
1999; Lopez-Sanchez, 1998: Quevauviller et al., 1997). However, there remain concerns
about the interpretation of these extractions. Raksasataya et al. (1996), comparing the
Tessier et al. (1979) and BCR methods, found that on synthetic soils and spiked natural
soils, both methods failed to correctly characterize Pb. Both methods removed Pb in early
stages in spite of the fact that most was actually associated with humic substances. Nev-
ertheless, sequential extraction methods are well established as a technique for examining
contemporary sediments.

The same techniques have been applied to sediment cores (e.g., Reuter et al., 1981;Tsai
et al., 1998), but it is not possible to verify that the data can be interpreted in the same way
as for surface sediments. White & Gubala (1990) found that speciation changes rapidly on
exposure to the air, requiring very careful handling of the sediment material, and argue that
the initial particulate speciation is unlikely to be preserved. They conclude, as did Engstrom
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& Wright (1984), that only the residual, aluminosilicate fraction, is resistant to alteration.
This suggests that only two fractions can realistically be measured; the residual fraction,
and the rest.

If a two-part division is made of the sediment, it is important to be very clear about the
environmental significance ofthe fractions. The residual, or lattice-bound, fraction is largely
bound up in insoluble silicate minerals, and thus is completely inert with respect to the lake
system. The only information derived by measuring this fraction is about the character of
the drift and bedrock of the catchment, and any aeolian mineral influx. The non-residual
fraction is more complex. From the lake water, it can derive pore-water ions, sorbed ions,
organic residue from partially decomposed organisms, biogenic silica, biogenic carbonate,
sulphides, precipitated humic substance and oxyhydroxides of Mn and Fe, with associated
organic matter and trace elements. From the catchment, it receives residues from decom-
posed plant tissues, soil oxyhydroxides of Fe and Mn with associated organic matter and
trace elements. In other words, whereas the residual fraction is entirely allogenic in origin,
the non-residual fraction is a complex mixture of allogenic and authigenic components.
Clearly, it is very important to be cautious about interpreting the origin of lake sediment
materials on the basis of partial extractions.

Finally, it is important that the objectives of the sequential extraction are kept in mind.
If speciation is being studied, then sequential extraction must be used, and interpreted with
due caution. Ifa palaecolimnological analysis is the objective, then it is necessary to consider
the reliability of the speciation in the context of the questions being addressed.

Concentrations versus accumulation rates; issues, problems and models

Issues

Chemical elements in lake sediments are measured as concentrations. Yet, for a number
of reasons, it is often desirable to convert the concentrations to accumulation rates. This
issue is reviewed at length by Engstrom & Wright (1984). Concentrations are measured
relative to the sample mass, and are therefore not independent from each other. If the
rate of supply of one component increases relative to the others, then its concentration
increases, while the others decrease. Thus, an up-core increase in the concentration of
any particular element might be explained either by an increase in its supply rate, or by a
decrease in the supply rate of one or more of the other components. Only accumulation
rate data can unambiguously distinguish these cases. The obvious solution is to express
the elements as fluxes. However, this is not straightforward for a number of reasons. First,
even where 2!Pb data are available, sediment accumulation rate data are considerably less
precise than the concentration data. Therefore, presenting results as accumulation rates
reduces precision. Second, 210pp accumulation rate values are not usually measured for
every sampling interval. Interpolation is required, adding unknown biases to the data. Third,
accumulation rate data from any one core may differ greatly from the accumulation rate
history of the lake as a whole. A variety of redistribution processes ensure that local effects
dominate the accumulation rate history at any one location within a lake. In consequence, the
measured accumulation rate history will be noisier than that of the whole lake. Any observed
accumulation rate events (maxima, minima, steps, etc.) might be either redistribution events
or supply rate change events, having very different significance for the element supply



108 J. F. BOYLE

fluxes. To eliminate these effects it is necessary to study many cores; Rowan et al. (1995a)
argue that 5-10 cores are needed to obtain reasonably precise estimates of whole-lake
sedimentation rates. A procedure for determining an optimal number of sediment cores has
been proposed (Rowan et al., 1995b).

Concentration data are precise by comparison, recording subtle changes in the supplied
sediment. If the relative importance of any component changes, then this is faithfully
recorded in the sediment record. To determine which of the components has changed, two
approaches are possible. First, accumulation rate data, if they exist, can be used to show
which components show greatest flux changes. Second, a logical analysis of variation in
the components may indicate which is most likely to have changed. For example, if one
component goes down, while the three other independent components go up, then it is most
likely that the flux of the single component has changed.

These arguments lead to the conclusion that concentrations are the primary data type;
by comparison with accumulation rates, they are more precise, less open to interference,
and often easier to interpret. Nevertheless, accumulation rate data are often necessary to
interpret concentration changes, and a case can be made for displaying graphs of both
concentration and accumulation rates (Engstrom & Wright, 1984; Renberg, 1986).

There is, however, an additional dimension to the problem of accumulation rates. The
interpretation of two specific types of component is very sensitive to mass accumulation
rate. First, elements that are transported to the lake in a soluble form, and only partially
captured by the lake, have concentrations which can be highly sensitive to the sediment
accumulation rate. Second, any component for which the supply rate is completely in-
dependent of catchment particle supply rates, is sensitive to variable dilution. For many
atmospherically supplied trace elements both of these situations apply. The model described
below can be used to evaluate these effects.

Models linking flux and concentration

The role of water column particles in capturing dissolved trace elements has been known
for a long time (e.g., Schindler, 1975). The practical significance of this was demonstrated
by Santschi (1984), who showed how the water column residence times of trace elements
could be predicted from the particle flux. The simplest model which links fluxes of particles,
supply of trace elements, and capture by sediments, is that of Schindler (1975). At the heart
of the model is the distribution coefficient, Ky (sometimes referred to as the partition
coefficient), which quantifies the relationship between the dissolved and particulate con-
centrations. Most subsequent formulations of the model are built around this concept (e.g.,
Imboden et al., 1980; Diamond et al., 1990; Hilton etal. 1995;Appleby, 1997). These models
all assume reversible sorption of dissolved elements to particle surfaces. This simplistic
view is broadly supported by recent studies of suspended particles in rivers (Findlay et al.,
1996; Ferriera et al., 1997) and more rigorous chemical models of binding (e.g., Lofts &
Tipping, 1998).

The model of Schindler (1975) can be expressed in terms of sediment concentration,
which is convenient for palacolimnological studies. The model derivation is outlined in
Figure 7. A simpler steady state version of this, which is suitable for most purposes, is
discussed at length by Boyle & Birks (1999). Both forms of the model exclude diffusion
of dissolved elements into the sediment from the water column. This issue is discussed by
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Basic sediment model

The metal mass balance for unit area of lake bed depends on the competing input and
output fluxes. The input flux, J, is balanced by burial, outflow in dissolved form, and
outflow as suspended solids. Each of these outputs can be expressed in terms of the
metal concentration on particles, C. The mass balance can thus be expressed:

D o g R B 1
dt K, v
where = depth (m)

D

c = total water held metal, dissolved and particulate (mg m™)
| = areal metal input (mg mZyr')

C = metal bound to particles (mg kg™)

P = areal particle flux (kg m™~ yr')

Q = areal water flux (m’ m? yr'')

Ka = distribution coefficient (m” tonne™)

v = particle mean settling velocity (m yr')

To solve this expression, the fluxes in the lake must be expressed in terms of the mean
water held metal, ¢, rather than concentration on particles. ¢ is given by:

c-C PK, +1000v 2
vk,
In terms of ¢, the bass balance is:
Di_c_ =J=-C L + Q 3.
dr PK, +1000v
Let g1l VEP L
D | PK, +1000v
then,
g, = &, exp(—kt) + &,[1 - exp(—ki)] 5
Where ¢, is the previous condition of the lake, and
c, = J 6.
¢ Dk+Q

C, the concentration in sediment, can be found from €, using expression 2.

Figure 7. Whole-lake truee element model,

Diamond et al. (1990), and suggests that omission of diffusion is a problem for highly solu-
ble elements such as As, Cs and Ni, or acid sensitive elements (Cd, Co, Zn) in acidic lakes.

Variable dilution

If an element that is independent of the dominant panicle supply (i.e., in solution from
catchment, or from the atmosphere) is captured efficiently by the lake system, then varia-
tion in the particle mass accumulation rate will cause an inverse variation in its sediment
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concentration. This is due to variable dilution. As stated above, it is not sufficient to measure
the accumulation rate of the specific core to correct this. The particle accumulation rate
of the core will vary with redistribution, while the dilution will be controlled by particle
supply to the whole lake. In principle, a sufficient number of cores from a lake can solve
this problem.

If a significant proportion of the element remains dissolved in the water column, then
the situation is more complicated. The proportion of the element retained by the lake
sediment will then vary with the sediment supply rate. For example, for an atmospherically
supplied trace element which is entirely sorbed to particles, doubling the particle accu-
mulation rate will halve the sediment concentration. However, if only 10% of the element
is bound to particles, then the sediment concentration is very nearly independent of the
particle accumulation rate. Furthermore, the concentration will vary with the water flux.
These effects can be evaluated using the simple partition model presented in Figure 7 and
discussed by Boyle & Birks (1999). The model can be used to correct for the effect of
changing particle accumulation rate. However, as discussed in the previous section, good
accumulation rate data are rarely available. Instead, corrections for the effect of flux using
local accumulation rate data can be used to constrain interpretation of changes, and to
estimate average trace element supply rates. However, just as with the discussion about
accumulation rate approaches above, the most reliable, and therefore primary, data type
is concentration.

Deep lakes

The relationships between particle flux, trace element flux and trace element concentration
in sediment are more complicated in deep lakes. In a deep lake, there may be a significant
proportion of dissolved element held in the water column. If the water column dissolved
element inventory approaches the magnitude of the annual flux for that element, then a
steady state model is invalid. Instead, the dynamic model outlined in Figure 7 must be used
to allow for the time delay in the response of the sediment to changes in trace element
supply rate. The disadvantage of this, compared with the steady state situation, is that an
observed trace element concentration profile does not lead back to a unique trace element
supply history. However, a trace element supply history does lead to a definite trace element
concentration profile, so it is possible to see if any particular supply history is compatible
with the observed concentration data. A practical example of this from Lake Baikal is shown
in Boyle et al. (1998), where the exceptional water depth makes this effect particularly
strong.

The dynamic model of Figure 7 can be used to illustrate the impact of water depth
on the response of the sediment to changes in trace element supply. The effects on the
sediment composition are illustrated of five year episodes of doubled trace element supply
rate (Fig. 8a), doubled particle deposition rate (Fig. 8b) and doubled K, (Fig. 8c), for
different combinations of water depth and initial K.

For a trace element with K3 = 10°, doubling the trace element supply rate produces a
smoothed sediment concentration record in even a 10 m deep lake. In 500 m, five years is
not enough time for a well developed peak to form (Fig. 8a). Such a lake will be insensitive
to short term changes in trace element supply. Clearly, in very deep lakes smoothing can
seriously reduce the value of the sediment record.
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The insensitivity of the sediment record of deep lakes to changes in trace element
supply, does not mean that the trace element concentration profile in the sediment cannot
show sharp changes. A change in the particle deposition rate will cause an instantaneous
change in sediment composition through dilution. However, for deep lakes, particularly
for low K values, this dilution effect is reduced by the high water column trace element
inventory (Fig. 8b). This means that in deep lakes it is important not to infer external trace
element supply simply using sediment trace element accumulation rates.

Rapid changes in sediment composition can also be caused by changes in Kq. An
increase in K can result from an increased proportion of algal matter, while a decrease in
K g can be caused by increasing calcium carbonate (Sigg et al., 1987) and biogenic silica
(Boyle & Birks, 1999). Increasing the Ky causes an instantaneous increase in trace element
concentration because the particles can take elements from the water column reservoir
(Fig. 8c). Of course, this reservoir is not inexhaustible, and eventually a new steady state
will be reached in which the concentrations return approximately to their pre-change values
(not quite the same, as the change in K will have altered the outflow losses). This effect
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increases with the solubility of the trace element, and the depth of the lake. In the 10 m
deep lake (Fig. 8c), for the Ky values typical for Pb (c. 105%), we see that the increase
in concentration is very short lived; the panicles take more Pb, but rapidly deplete the
reservoir and establish a new equilibrium. When the K returns to normal the reverse
happens. In a shallow lake, and with typical sedimentation rates, sediment mixing, and
sampling intervals, such an event is probably undetectable for Pb. However, for the more
soluble Zn (K4 < 10*%) there is a chance of seeing an effect in even a shallow lake, while
at 500 m water depth (Fig. 8c) even Pb shows distinct peaks associated with changes in Kg.

The various effects of deep water, illustrated in Figure 8, mean that a trace element
concentration peak in the sediment of a deep lake need not imply a supply event. While
the model makes this clear, as discussed above, unique deconvolution of the smoothed
and distorted sediment record is not possible. However, the model does allow constraints
to be placed on possible interpretations of the record. For example, in Lake Baikal the
model served to demonstrate that the sediment Pb record is compatible with the expected
Pb supply history (Boyle et al., 1998). It also showed that observed stratigraphic changes in
the sediment trace element concentration were too sharp to be explained by supply effects,
and that changes in Ky needed to be considered.

Diagenesis, diffusion and signal preservation

If palaeolimnological methods are to be reliably applied to element concentration profiles,
then two, often unstated, assumptions must hold true.

« At any one time the sediment concentration must be proportional to the external
element loading.

e The sediment concentrations must not change after burial.

The former seems generally true, within the constraints of water depth (see section
above) and sediment mixing (this important topic, relevant to all branches of palaeolimnol-
ogy, is not addressed here. See Boudreau, 1999). However, the latter has long been known
not to be true for some metals (Fe and Mn), and there has been much conflicting evidence
and conjecture about other elements. This topic has been thoroughly reviewed by Hamilton-
Taylor & Davison (1995) and Boudreau (1999), and it is concluded that remobilization of
trace elements in sediment is not an overriding factor in most situations. The topic is,
however, of such significance to inorganic geochemical palaeolimnology, that it is worth
looking in detail at the evidence.

This section will consider three specific issues of relevance to palaeolimnology: surface
sediment trace element enrichment; diffusion ofelements within the sediment; and the role
of Fe and Mn reduction in the potential remobilization of trace elements.

Surface sediment trace element enrichment

Enrichment of the sediment surface in trace elements, such as Cd, Cu, Zn and Ra, is
not uncommon (e.g., Boyle et al., 1998). What do such enrichments mean? How can the
sediment preserve an element supply record, when there is a mechanism generating surface
enrichments?
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The enrichments are usually reported only on the surface of the sediment. Three situa-
tions could explain this.

e Coincidence of trace element supply increase with the present; implausible as these
have been observed for years without sign of burial.

» Constant surface enrichment due to continuous upward migration, and dissolution
upon burial.

e Ephemeral surface enrichment due to cycling in processes in the water column.

At present, evidence points to the third alternative. Morfett et al. (1988) made repeat ob-
servations of lake sediment composition profiles, which showed that the surface enrichment
was indeed temporary, and was coupled with trace element cycling in the water column.
While few detailed studies of this kind exist, the generality of the phenomenon is attested
to by studies of element cycling in lakes. Hamilton-Taylor et al. (1984) showed that C, Cu
and Mn in particular were being recycled in the lower part of Windermere, Britain. Cu was
released by rapid microbial decomposition of diatoms in the surface sediment, while Mn
release was linked to redox cycling in the sediment. Some evidence for cycling of Pb and
7Zn was also found, but no clear cause could be demonstrated. A similar result was found in
Greifensee, Switzerland, by Xue et al. (1997). Other studies have emphasized the instability
of the fresh surface sediments and the rapid mineralization of the organic matter (McKee
et al., 1989; Jonsson & Jansson, 1997). The significance of this mineralization for trace
element release from river sediments has also been demonstrated (Song & Miiller, 1995;
Petersen et al., 1995). The trace elements released by the mineralization move dominantly
upward into the water column because of the far greater upward diffusivity. Hamilton-
Taylor et al. (1996) found that the downward diffusive flux for Cu and Zn was only about
1% of the total trace element sedimentation rate.

The escape of the trace elements back to the water column could be prevented by
burial, thereby preserving a sediment record. However, such fossilized enrichments might
be difficult to detect; the surface sediments commonly have extremely low densities, and
thus comprise very little material. On burial, we can expect that any enrichment will be
strongly diluted by the ‘normal’ underlying and overlying sediment. There are, however,
some potential examples in the sediment of Lake Baikal (Boyle et al., 1998), where frequent
small turbidity flows provide an ideal mechanism for burying the surface enrichments.

In conclusion, surface trace element enrichments are most likely to be linked to trace
element cycling in lakes. This need not, however, have much impact on the longer term
sediment record. The trace elements scavenged and re-released by the organic sediment are
returned to the water column, mostly to be recaptured by falling particles at a later date.
Simply, there are two scales of trace element cycling; one fast and temporary; the other
slow and long-lived. The former appears to have little impact on the latter.

Diffusion of trace elements

There are problems for palaeolimnological interpretation of element concentration profiles
if: diffusion from the water column to the sediment is greater than sedimentation; and if
elements migrate within the sediment after burial. Diffusion between the water column
and the sediment is potentially a huge problem. Diffusive loss or gain to the upper surface
of the sediment would matter little, as the effect would be similar to sedimentation. If,
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however, diffusive exchange occurs between the water column and deeper layers, then
severe limitations could be placed on the temporal resolution of the record.

The first firm evidence for diffusive transport from water to sediment came from
Carignan & Tessier (1985). In two lakes in Ontario (Clearwater and Tantaré Lakes), they
showed that the diffusive flux of Zn exceeded the sedimentation flux. These results were
supported by Tessier et al. (1989), who showed how widespread the effect was. Other studies
showed significant, though lower, diffusion of Cu (Carignan & Nriagu, 1985). Atboth sites,
they found highly significant diffusion of Ni, which at least equaled the sediment settling
component. For both Ni and Cu, subsurface peaks were attributed to this effect. For all
three metals these sites are rather unusual. The sediment concentrations are high through
proximity to the Sudbury smelter, and the dissolved concentrations are high because of
acidification, leading to high diffusive fluxes. In the long run, metal mobility at these sites
is thought to be very low because of sulphide available in the sediment (Huerta-Diaz et
al., 1998). An important question is whether significant diffusion of these or other trace
elements is occurring at other less acidic and less polluted sites, and in sites where sediments
are sulphide-free. Direct evidence from sediment studies is scarce. However, Diamond et
al. (1990) present a simple model of diffusion of trace elements from the water column
to the sediment. This is useful in that it predicts the relative importance of diffusion as
a transport mechanism based on the K4 value (Fig. 9). However, this model is designed
to study water quality, and does not deal specifically with where the trace element goes.
The model gave a best fit if the depth of sediment involved in diffusion is 1 cm, which
is similar to the depth for diffusive accumulation of Zn observed by Carignan & Tessier
(1985). Using the model of Diamond et al. (1990), knowing the sediment accumulation
rate, and assuming a 1 cm diffusive penetration, it is possible to place crude constraints on
the impact of diffusion on a sediment trace element profile. It must be stressed, however,
how crude this is. It would not be difficult to construct a more sophisticated model, using,
for example, approaches suggested by Golterman (1995), but it is difficult to collect the
kind of data needed to parameterize the model.

Evidence for diffusive redistribution of elements within the sediment must also be con-
sidered. Redox impacts are considered in the next section. However, diffusion in sediments
need not be related to redox effects. There is no doubt that '¥?Cs can migrate in sediments
(e.g., Davisetal., 1984). However, this is complex matter, and profiles examined by Crusius
& Anderson (1995) could not be interpreted with a single Kg value. A fraction of more
mobile Cs had to be present with a Ky of about 5000.

Pore water data have been presented by Benoit & Hemond (1991) to support redistri-
bution of *'°Pb. Such a finding has not been reported by other researchers. Indeed, studies
of '°Pb in varved sediments have failed to detect migration (e.g., Appleby et al., 1979;
Crusius & Anderson, 1995). While not being able to explain this discrepancy, Hamilton-
Taylor & Davison (1995) conclude that an overwhelming body of evidence supports the
view that Pb is only minimally mobile in lake sediments.

From these examples, it is clear that diffusion can be a problem under some circum-
stances. From the palaeolimnologist’s perspective, it is important to be able to predict where
such problems will occur, and what their potential significance is. A promising approach
to this is via modeling. Some hope is also offered by the diffusive gradients in thin-films
(DGT) technique (e.g., Harper et al., 1998), because it may then be possible to estimate at
each site the relative mobility of the elements under study.
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Redox effects and trace elements
The affinity of trace elements for Fe and Mn oxides has been known for a long time. It
has also long been known that redox cycling of Fe and Mn takes place in lake sediments
(e.g., Mackereth, 1966). What is less certain is whether redox remobilization of Fe and Mn
oxides causes remobilization of trace elements (e.g., Forstner & Wittmann, 1979).

Correlation of trace elements with Fe-Mn oxide concentrations within sediment profiles
has been attributed to remobilization. This is particularly the case for surface sediment
enrichments (e.g., Cornwell, 1986; Williams, 1992), but also for subsurface sediments
(e.g., Boyle et al., 1998). In all of these cases, redox remobilization is plausible, but not
demonstrated as there are a number of alternative possible explanations. Many sediment
cores have elevated Fe and Mn in their surface sediment due to redox recycling. Many
sediment cores likewise have elevated trace elements due to the cycling within the water
column. If sampling intervals are coarse with respect to these effects, then a good correlation
between Fe-Mn oxides and trace elements is inevitable for many cores (e.g., Cornwell, 1986,
for Cu, Pb and Zn). Looking in detail at six fine-resolution Lake Baikal cores, Boyle et al.
(1998) show that apart from the surface samples, which are typically elevated in both Fe-Mn
oxides and trace elements, there is either no correlation or a negative correlation between
Fe-Mn oxides and trace elements. This suggests that far from capturing trace elements, the
diagenetic Fe-Mn oxides simply dilute them. This is not the case for all trace elements;
Flower et al. (1995) found that Co correlated with Mn in a sediment core from Lake Baikal,
supporting mobilization of Co on reduction.

The evidence presented above does not discount redox remobilization, but does serve to
show that patterns in sediment composition are not likely to prove anything. To demonstrate
redox remobilization it is necessary to find evidence for change. The most direct approach



116 J. F. BOYLE

is to look for gradients in pore water concentrations. Both Co (Wang et al., 1986; Williams,
1992; Petersen et al., 1995; Achterberg et al., 1997) and Cr (Petersen et al., 1995) remo-
bilization have been demonstrated in freshwater sediments. Arsenic is also shows strong
pore water gradients. Cornett et al. (1992) studied the As polluted Moira Lake (Ontario)
and found that the diffusive flux of As was greater than the current external loading. K
declined sharply with depth, as the sediment becomes more reducing. In Loch Lomond,
Scotland, a strong sub-surface sediment enrichment in As is observed, driven by pore-water
fluxes towards an oxidation front just below the sediment surface (Farmer & Lovell, 1986;
Farmer, 1994).

As, Co and Cr can become remobilized because they have multiple oxidation states
in sediments. A crucial question is whether trace elements that do not change oxidation
state are remobilized in response to redox changes in Fe and Mn. The pore water data of
Williams (1992) offers some evidence for movement of Cu and Zn, though the patterns are
complex. Klinkhammer (1980) and Klinkhammer et al. (1982) show that Cu and Ni diffuse
upward in anoxic marine sediments in the equatorial Pacific; but the higher accumulation
rates observed in lake sediments make any comparison problematic. Shaw et al., (1990)
also find migration of transition elements, but in faster accumulating marine sediments.
They find a striking similarity between the Mn and Co pore water profiles. They conclude
that there is significant decoupling between transport and burial processes. The strength of
this finding depends upon the assumption that water centrifuged from sediment is a good
proxy for pore water.

Thus, pore water studies provide evidence that some trace elements (As, Co, Cr) become
more soluble on redox dissolution of Mn-Fe oxides in marine and sediments. However,
these studies have failed to detect a parallel release of trace elements (other than Co) with
Fe and Mn during redox events (Sakata, 1985; Morfett et al., 1988; Achterberg et al., 1997).
It appears that in spite of the loss of labile organic matter and oxides of Fe and Mn, the
trace elements remain relatively immobile. In oceanic or estuarine sediments it has been
proposed that sulphides have a role to play in fixing the trace elements under reducing
conditions. This has also been demonstrated in sulphate-rich freshwater systems (Huerta-
Diaz et al., 1998). However, Cu and Pb, at least, clearly remain firmly attached to freshwater
sediment even in the absence of measurable sulphides, and where Mn and Fe are being
actively released via reduction (Sakata, 1985).

One question to consider is why the trace elements are not released. If a key binding site
for trace elements is brought into solution (Mn-Fe-oxides), how is it that the trace elements
are not also dissolved? The logical argument that trace elements should go into solution
when their binding surfaces are disrupted appears to be based on too simplistic a model.
Substantial loss of Fe and Mn are experienced on reduction, yet this does not necessarily
mean total loss of oxide binding sites. In fact, reduction of oxides is rarely complete even
where conditions are sufficiently reducing that sulphides are present (Davison, 1994). Thus,
reduction need not eliminate oxides, while at the same time offering fixation by sulphide.

Furthermore, it may be that the significance of Fe and Mn oxides for binding trace
elements in freshwaters has been overestimated. There is good evidence that in freshwater
systems humic substances are as important. Indeed, Tipping (1980) showed that in the
presence of dissolved humic substances Fe oxyhydroxides became coated and behaved as
humic substances. Further studies have emphasized this effect, stressing its importance in
acidic systems (Tessier et al. 1996). Given the effectiveness of humic substances in binding
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trace elements (e.g., Tipping & Hurley, 1992; Tipping, 1994; Lofts & Tipping, 1998), and
their tendency to coat oxide particles present in freshwater systems (Findlay et al., 1996),
it need not be concluded that removing the Fe must have a dramatic effect on total binding.

Finally, diffusive fluxes are driven by solution gradients. Fe and Mn diffuse out of
sediments on reduction because they become 2-3 orders of magnitude more soluble. For
trace elements such as Cu, Pb and Zn, any increase in solubility due to loss of binding
sites is very small by comparison. Therefore, relative diffusive losses are expected to be
far lower.

In conclusion, it is not possible to prove or disprove the existence of redox remobilization
of the common pollutant trace elements (Cd, Cu, Hg, Pb and Zn). However, evidence at
present suggest that any effect is usually too small to be detected against the larger advective
fluxes (Hamilton-Taylor & Davison, 1995).

Uses of inorganic geochemical data in palaeolimnology

Inorganic geochemical data have been used in palaecolimnological studies for a long time,
and a number of key environment-composition associations have been studied. There is a
danger that such methods get used blindly, without adequate consideration of alternative
interpretations. In particular, there has been a tendency to disregard particle size effects
when interpreting variation in elemental composition (See Moalla, 1997, for an example
of how great such effects can be). Most of this section is devoted not to specific ele-
ments, but to environmental factors and the effect they have on the inorganic chemistry of
lake sediments. Table III provides information about some elements that have been used
in palaeolimnological studies, listing their properties and providing some references to
the literature.

Changes in the lake environment

Trophic status

At an early stage in palaeolimnological method development, it was argued that autochth-
onous organic matter was so susceptible to oxidation, that it contributed little to the sediment
carbon record (Mackereth, 1966). While other studies have concluded that within-lake
sources can be important in some cases, most studies have supported Mackereth’s conclu-
sion (e.g., Engstrom & Wright, 1984; Rowan et al., 1992). Dean & Gorham (1998), on the
other hand, argue that in all but the most oligotrophic systems, organic matter is mostly
autochthonous. This uncertainty, and the susceptibility of organic carbon to mineralization
(e.g., Dean, 1981), severely limits its use as an indicator of lake productivity.

Phosphorus, on the other hand, has long been used to reconstruct lake productivity.
The early work is reviewed in detail by Engstrom & Wright (1984). Under favourable
conditions, sedimentary P is a useful productivity indicator. The problem is that it is hard
to be certain about when the conditions are not favourable. For these reasons, and because
diatom transfer functions have proved so reliable (Hall & Smol, 1999), this technique is
less used than it might be.

Engstrom & Wright (1984) noted that some fractionation of the sediment P is desirable
because there is a detrital component. Since then, many studies have applied a number of
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Table I11. Chemical properties and source references for some elements. The references are reviews
where these exist, and recent case studies if not,

Name log Ky log Ky Conc.in  Goldschmidt  References
pH48 average classification®
shale.
pg/s®
Aluminium Al 92 000 lithophile Ochsenbein et al. 83;

Engstrom & Wnght 84; Boyle 94,

Arsenic As 527 10 chalcophile Comett et al. 92: Farmer 94.
Barium Ba 600  lithophile Cormnwell 86; Stone et al. 97.
Boron B 100 lithophile Mackereth 66, Goodarzi & Swain 94,
Bromine Br 5 Mun & Bazilevich 62; Mackereth 66;
Farmer 94.
Cadmum  Cd 63! 0.3 chalcophile Evans et al. 83.
Calcium Ca 25000  lithophile Engstrom & Wright 84;
Kelts & Hsii 78.
Carbon i 1 000 Engstrom & Wright 84;
Rowan et al. 92; Dean 99,
Chlonne cl 170 Lerman & Weiler 70.
Chromium  Cr 100 lithophile Achterberg et al. 97; Schaller et al. 97.
Cabalt Co 712,637 338 20 siderophile Achterberg et al. 97; Williams 92.
Copper Cu 54 50  chalcophile Norton et al. 92;
Hamilton-Taylor et al. 96.
Iron Fe 607 43? 47000 siderophile  Engstrom & Wright 84; Davison 93;
Niimberg & Dillon 93
Lead Pb 64! 20 chalcophile Norton et al. 92
Magnesium Mg 14000 lithophile Ochsenbein et al, 83;
Engstrom & Wright 84.
Manganese Mn 527 38’ 850 lithophile Engstrom & Wright 84
Davison 93; Bryant et al. 97.
Mercury Hg 56° 55 55° 0.3 chalcophile Engstrom et al. 94; Fitzgerald et al, 98,
Molybdenum Mo 2 chalcophile Schaller et al, 97.
Nickel Ni 80  siderophile Cornett et al. 89; Achterberg et al. 98.
Phosphorus P 750 siderophile Engstrom & Wnght 84;
Brezonik & Engstrom 98.
Potassium K 25000  lithophile Ochsenbein et al. 83,
Engstrom & Wright 84,
Rubidium Rb 140 lithophile Gelinas e al. 2000,
Scandium Sc 15 lithophile ten Hulscher et al. 92,
Selenium Se 50 a0 0.6 chalcophile Peters et al. 99.
Silicon Si 238000 lithophile Coleman et al. 95; Verschuren et al. 98,
Silver Ag 58!,53% 533 0.1 chalcophile  Horowitz et al. 95.
Sodium Na G000 lithophile Engstrom & Wright 84.
Strontium Sr 400 lithophile Engstrom & Nelson, 91; Xiaet al. 97;
Stone et al. 97,
Sulphur - 2500 chalcophile Baker et al. 92; Evans et al. 97,
Tin Sn 65%,62% 60° 6 siderophile Gelinas et al, 2000.
Titanium Ti 4500 lithophile Norton et al. 92
Vanadium N 130 lhithophile Norton et al. 92; Schaller et al. 97.
Zine Zn  58',50° 38 90  chalcophile Hamilton-Taylor et al. 96;
Carignan & Tessier 85
Zirconium  Zr 180 lithophile Stone et al. 97; Wolfe & Hartling 97
Sources:

' Benoit & Rozam (1999}, flter merhad, ot | mpsl particle concantration.

2 narand et al. (1990}, filter method, al v, Lmgd particle concenration.

¥ Santschi et al, (1984}, fileer method.

* Krauskopf 11982): elements preferenvally oveur

carth's iron core {sideraphile), sulphide ores (chuleaphibe), silicaw minerals (hthophiley ar the somosphere (atmophile}.
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different sequential extraction procedures. Most of these determine non-apatite inorganic
phosphorus (NAI-P), apatite phosphorus (AP) and organic phosphorus (OP), but a number
of finer distinctions are also made. The method of Williams et al. (1976) is the most widely
used, but there are both alternative procedures (e.g., Oluyedin et al., 1991), and objections
to steps in the Williams method (e.g., Golterman et al. 1998). There are currently attempts to
develop standard reference materials for a modified Williams method (Pardo et al., 1999).

Both the OP and NAI-P fractions are potentially related to lake productivity. However,
a series of factors affect the retention of P by lake sediments (Engstrom & Wright, 1984).

# Inlakesrichinauthigenic Fe, stratigraphic variations in P correlate with stratigraphic
variations in extractable Fe.

« In lakes poorer in authigenic Fe, P does not correlate with extractable Fe.

¢ Hypolimnetic anoxia causes loss of sediment P. Thus, in cases of excessive produc-
tivity leading to hypolimnetic anoxia, sediment P can be anticorrelated with water
column P. Bacterial processes are thought to cause the release of the P (Davison,
1993; de Montigny & Prairie, 1993).

e Reductive remobilization of P can lead to a stationary surface maximum which could
be falsely interpreted as indicating recent eutrophication (Farmer, 1994).

In addition to these problems, Belzile et al. (1996) show that lateral fluxes of P in a
eutrophic lake can make up a significant part of the local load, and can exceed vertical dia-
genetic remobilization. On the other hand, Dillon & Evans (1993) observed good agreement
between mass balance data and sediment core evidence for P loadings to lakes in Ontario.
They suggest that sediment cores make a good alternative to the logistically more difficult
mass balance studies, provided that several cores are used. So, if a lake has not become
severely anoxic, and if sediment mass accumulation rates are high enough to minimize
diagenetic effects, and the P signals being looked for are not subtle, then P reconstruction
can be achieved (Engstrom & Wright, 1984). For some successful case studies see Shapiro
et al. (1971), Williams et al. (1976), Farmer (1994), Heathwaite (1994) and Brezonik &
Engstrom (1998).

Another approach to quantifying lake productivity is to measure biogenic silica (e.g.,
Mortlock & Froelich, 1989). This, again, is reviewed by Engstrom & Wright (1984). The
principle is that the extractable silica will measure biogenic silica, chiefly diatoms, and
will thus be a measure of biological productivity. Engstrom & Wright (1984) explore the
weaknesses in this argument, which may be summarized as follows.

» NaOH (or other reagents) attacks readily soluble clays in addition to biogenic silica.
Conversely, not all of the biogenic silica is dissolved. Thus, extractable Si may be a
poor measure of biogenic silica.

» Biogenic silica is subject to variable and rather unpredictable dissolution on burial in
sediment, which interferes with the method. There are ways to estimate the amount
of dissolution using electron microscopic methods (Battarbee, 1980).
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+ Diatoms make up only a portion of the total phytoplankton population; variations in
diatoms need not reflect general productivity.

This much said, there are examples of lake sediment studies where estimates of biogenic
silica, or diatom counts, have contributed to the overall picture emerging from holistic
palaeoecological analysis (e.g., Coleman et al., 1995; Flower et al., 1995; Verschuren et
al., 1998).

Lake trophic status can also affect calcium carbonate. Increased productivity in lakes
can lead to biological CO3; consumption, consequent increased pH, and precipitation of
calcium carbonate. Under the right circumstances this can be preserved in the sediment
(Kelts & Hsii, 1978; Dean, 1981; 1999).

Lake redox

Mackereth (1966) studied the link between lake redox conditions and the capture of Fe and
Mn by lake sediments. In reducing conditions both Fe and Mn can become soluble, but Mn
more readily. Mackereth interpreted the redox history of lakes in the English Lake District
using this principle. He also recognized that it was difficult to separate source changes
from lake redox effects. He proposed, however, that this could be done by comparing
the Fe profiles with the Fe : Mn ratio profiles. If peaks in Fe concentration coincided
with peaks in the Fe : Mn ratio, then he argued that this was most simply explained by
changes in supply from the catchment. However, if peaks in Fe coincided with minima
in the Fe : Mn ratio, then it was best explained by reducing conditions in the lake. These
arguments, and related evidence based on Fe and Mn enrichment with respect to lithospheric
concentrations, are illustrated in Figure 10. This is one of the most widely applied tools in
chemical palaeolimnology. Many studies of lake history have invoked related arguments
(see Engstrom & Wright, 1984).

Engstrom & Wright (1984) point out a number of problems with this simple view.

s Remobilization of reduced Fe and Mn within the sediment causes changes in the
Fe : Mn ratios. This means that small scale changes in the ratio need have nothing to
do with either supply or capture (e.g., Bryant et al., 1997).

s In some systems, chemical reduction of the sediment leads to sulphide production,
and capture of Fe with loss of Mn. However, in sulphate depleted systems, there is
insufficient sulphide, and Fe is also lost.

s Acidification can cause reduced Mn in sediments (e.g., Renberg, 1985).

s There is poor agreement on redox conditions between chironimid data and that of
Mackereth.

These concerns are reinforced by Davison’s (1993) review of the aqueous chemistry of
Fe and Mn in lakes, emphasizing their complex behaviour. While the key role of redox in
governing concentrations is reinforced, many exceptions are identified. It is stressed that
both Fe and Mn have substantial colloidal fractions, which allows aqueous transport of both
in oxidizing conditions. In addition, photoreduction of Fe and Mn is active, particularly in
the presence of organic substances, and leads to measurable amounts of reduced Mn and Fe
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Case 2. Productive soil; lake
impoverished and permanently aerobic.

Case 1. Biologically impoverished lake
and catchment.
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Figure 10 Mackereth's {1966} hypothests for the palacolimnological interpretation of Fe and Mn. Dushed ling
= Mackereth's lithospheric concentration value,

even in oxygenated water. It is also noted that geochemical models that predict the survival
of oxyhydroxide under reducing conditions are inadequate; Fe oxyhydroxides are capable
of coexisting with sulphide.

There are some additional considerations. The Fe and Mn fluxes to a lake can be altered
by acidification (Davis et al., 1983; Dillon et al., 1988). Further, if major changes in the
acid-soluble allogenic sediment fraction occur, the Fe : Mn ratio can alter substantially
without this meaning anything about the lake conditions.

A number of additional chemical species can be used to validate an interpretation
based on Fe and Mn. A promising approach is proposed by Schaller et al. (1997), who
include additional information from the distribution of Cr, Mo, V and As to better constrain
possible interpretations. Alternatively, the presence of sulphide in the lake sediment can
be used (detected by correlated stratigraphic increases in Fe and S, Engstrom & Wright,
1984; Carignan & Tessier, 1988), though interpretation is not simple. An increase in the
concentration of sulphides in the sediment can indicate a reduction in hypolimnetic oxygen,
but might instead be due to an increase in reducing capacity of the sediments. Both are
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likely to accompany increased lake productivity, but may also indicate reduced mixing, as
might accompany isolation of a lake basin or onset of meromixis. All three of these have
been invoked to explain the presence of sulphides (Engstrom & Wright, 1984). However,
there are more problems. At low concentrations, sulphide in sediment is usually determined
from total sulphur. This, however, can be enriched through diagenesis of sulphur-rich humic
substances (Ferdelman et al., 1991), and can be affected by atmospheric loading (Baker
et al., 1992). Clearly, it is necessary to fully understand the S budget before interpreting
sulphur variations in the sediment (e.g., Evans et al., 1997).

Human impact

Acidification

A number of significant impacts of acidification on lake sediment chemical composition
have been documented. Enhanced supply of trace metals leached from the catchment can
compete with reduced capture of trace metals by lake sediments, leading to a complex
response.

Catchment acidification has been invoked to explain increases in the catchment contri-
bution of Mn in Sweden (Renberg, 1985) and Fe in Norway (Davis et al., 1983). Enhanced
supply of Al due to catchment acidification is also reported (White & Gubala, 1990). The
export of trace metals is demonstrated in acidified parts of Sweden, where stream water
concentrations of Cd and Zn are enhanced in acidified areas (Johansson et al., 1995). In a
study of catchment and lake budgets in the highly acidified area around Sudbury, Ontario,
Dillon et al. (1988) found that the acidified catchments were sources for Al, Mn and Ni, but
sinks for Cu and Zn. An enhanced supply from the catchment is supported by lake sediment
studies for Al and Zn, but not for Pb.

Reduced capture of trace metals in lakes or enhanced leaching must also be considered.
In laboratory experiments, great effects on sediment leaching have been observed (e.g.,
Matschullat & Wyrobek, 1993). Field observations suggest that the effects are more muted.
Borg et al. (1989), working on forest lakes in southern Sweden (Holmeshultasjon, Fiolen,
St. Skirshultasjon, Klintsjon and Gyslittsjon), found little correlation of trace metals with
pH between lakes, but did find that for Zn, Cd and Mn there was reduced capture by
sediments in the acidified lakes. In contrast, pH had little effect on Fe, Al, Cu and Pb,
which were still dominantly captured by the sediment. Whole lake acidification at Little
Rock Lake (Wisconsin) found significant increases in dissolved concentrations for Al, Mn
and Fe (Mach & Brezonik, 1989), but not of Cd, Cu, Pb and Zn for pH values of 5.1 Their
limnocorral experiments suggest that dissolved concentrations of Cd and Zn would increase
at pH values at 4.6. Sprenger & McIntosh (1989) found elevated dissolved concentrations of
Cd, Al, Zn and Pb in acid lakes, attributing it to reduced affinity for particles. Experimental
work using isotope tracers also shows a strong effect on Co (Santschi et al., 1984). All this
information from lake water is difficult to interpret because trace metal pollution and acid
pollution are correlated in both space and time. Studies of sorption by particles in lakes,
thereby avoiding pollution effects, suggest that pH has no impact on Pb over observed
ranges, but could affect Cu and Zn (Hamilton-Taylor et al. 1997).

Palaeolimnological studies support reduced sediment capture of some elements in
acidified lakes. Lake acidification has been invoked to explain near surface decreases in the
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sediment concentration of Mn and Ca (Renberg, 1985; Norton & Kahl, 1991; Norton et al.,
1992), and Zn (Norton et al., 1992). In a study of labile sediment Al, Boyle (1994) found
both enhanced and diminished accumulation of Al depending on lake water pH, suggesting
that labile Al is a useful palaeolimnological indicator of acidification thresholds.

Subsurface peaks in Zn have also been explained by diffusion to sulphide-enriched
layers in acidified lakes (Carignan & Tessier, 1985; Tessier et al., 1989). However, reduced
capture of Zn by most acid lakes suggests that diffusive fluxes are less important than
advective fluxes overall.

A debate has taken place about whether it is remobilization or reduced capture that
has led to elevated dissolved trace metal concentrations in lakes (e.g., Norton & Hess,
1980). Some experimental work suggests leaching from lake sediments (e.g., Matschullat
& Wyrobek, 1993). Others have argued that the sharp increase in water pH at the water-
sediment interface would preventremobilization (Renberg, 1985), and that binding of the
metals to relatively stable sediment chemical fractions was too strong (e.g., Reuter et al.,
1981). Experimental work using tracers tends to support decreased capture as the dominant
effect (Santschi et al., 1984).

Atmospheric pollution

Thomas (1972) reported a sediment record of recent mercury contamination in Lake On-
tario. The following year a similar result was reported from the more rural Lake Windermere
(Aston et al., 1973), and a sedimentary record of Pb contamination was reported from Lake
Washington (Crecelius & Piper, 1973). In the years that followed, similar results were found
elsewhere, and for many trace elements in addition to Hg and Pb (Kemp & Thomas, 1976;
Bertine & Mendeck, 1978; Norton & Hess, 1980; Rippey et al., 1982; Davis et al., 1983;
Ochsenbein et al., 1983; Norton 1986; Verta et al., 1989; Norton et al., 1992; Engstrom et
al., 1994). These studies have consistently shown enhanced accumulation of Cd, Cu, Pb,
Zn and Hg. Generally, increases in Ni, Co and V have not been found, except where there
are major local sources (e.g., Cornett et al., 1989).

The role of long-transported atmospheric pollution as a key factor in regional enrichment
of surface sediments in Pb, Hg, Cd and Zn has been confirmed (Rognerud & Fjeld, 1993;
Boyle & Birks, 1999; Fitzgerald et al., 1998). However, specific local sources have also been
identified. Forexample, the Sudbury (Ontario) smelter caused widespread As, Cu, Ni and Zn
contamination. In Scotland former mining activities have caused more localized pollution
by Cd, Pb and Zn (Farmer, 1994). Simola & Lodenius (1982) found elevated Hg in core-tops
in Finland, but attributed this to peatland drainage rather than atmospheric pollution. Other
studies have focused on urban pollution, comparing urban with rural reservoirs (Fosteret al.,
1991). Such systems are highly complex, and require good knowledge of the hydrological
systems involved.

There are a number of problems with interpreting atmospheric pollution from sediment
records. First, there may be indirect effects due to acidification. Zn in particular must be
treated with great caution, as there is often inconsistency between concentration profiles
from the same lake (White & Driscoll, 1987; White & Gubala, 1990). Second, there may
be diffusion within the sediment, particularly for As (Farmer & Lovell, 1986; Cornett et
al., 1992). The potential impact of diffusion is greater at low sedimentation rates, and is
worse for elements which are mobile under reducing conditions. As, Co, Fe and Mn all
migrate readily in sediments under the appropriate redox conditions (see section Diagenesis,
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diffusion, signal preservation). Third, there are temporary surface enrichment effects for
many metals (see same section), which must not interpreted as changes in external loading.
This problem is also greater where sediment accumulation rates are low. Fourth, there
is always a natural catchment contribution to the element profiles. This is normally least
important for Cd, Hg and Pb, but always needs to be addressed. This problem is worsened
by high sediment accumulation rates. Fifth, there is evidence for direct diffusion of metals to
lake sediments (e.g., Zn, Carignan & Tessier, 1985), which potentially weakens the integrity
of the temporal record (See section Diagenesis, diffusion, and signal preservation). This
effect is worsened by low sediment accumulation rates. Consideration of these points reveals
that sedimentation rate is a crucial parameter. Low rates improve sensitivity, but worsen
smoothing due to mixing and diffusion. The ideal sediment accumulation rate depends
upon the objectives of the study.

While early studies of atmospheric contamination of lake sediment were undertaken
close to long-established industrialized regions, much recent work has been directed at
the newly industrialized countries, and also to areas remote from industry. It can be
much harder to detect contamination in such areas. The low sedimentation rates gen-
erally found in upland Europe and North America, meant that small additions of trace
elements significantly altered total budgets and, therefore, concentrations in the sediment.
In the large lowland lakes in central China, even though current trace element pollution is
comparable to that in Europe, the high sediment accumulation rates partially mask any
atmospheric contamination (Boyle et al., 1999). In such environments it is necessary
to pay very careful attention to estimation of the natural concentrations (e.g., Norton’s
Ti0; normalization, Norton & Kahl, 1987). This is still more important in areas where
atmospheric contamination is very minor. For example, in Lake Baikal, even though the
sediment accumulation rate is low, the trace element supply rate is very low. Only Pb shows
unambiguous evidence of atmospheric contamination, rising from a baseline of 10.9 ppm to
a maximum of 14.8 ppm on average (Boyle et al., 1998). In such systems, natural variations
in trace element concentration are greater than the anthropogenic forcing, and very great
care must be taken in establishing the natural baseline. At such sites, it is necessary to
be far more critical of the data, and to take full account of any natural processes which
might lead to surface enrichments. If natural surface enrichments are present, it is then
necessary to compare dated cores between sites to distinguish regional from local patterns.
In any one core a slight up-core concentration increase could be interpreted in several
ways. If, however, many cores are considered together it may be possible to arrive at firm
conclusions about atmospheric contamination (e.g., Fitzgerald et al., 1998, review of global
Hg contamination).

A further uncertainty is the transfer of atmospherically deposited pollutants from catch-
ments to lakes. A number of studies have shown the dominance of direct atmospheric supply
of metals to the lake for Pb (Dillon & Evans, 1982) and Cd and Zn (Evans et al., 1983),
suggesting that the pollutants are being retained efficiently by the catchments. In a detailed
multicore study of 11 lakes in Quebec and Ontario, Blais & Kalff (1993) conclude that
Zn and Pb are retained entirely, but that Cu, Ni and Cr are being transferred to the lake
from the catchment. Other studies suggests that the failure of catchment Pb to appear in the
lakes may be due to disequilibrium (Miller & Friedland, 1994). This conclusion is shared
by some theoretical studies (Tipping, 1996; Wang & Benoit, 1997). There is clearly need
for work here.
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Element concentration data are ideal as qualitative evidence for atmospheric contami-
nation. However, it is desirable that lake sediment records can give quantitative estimates
of loadings over time. Mackereth (1966) recognized that trace elements were supplied in
labile form to the lake, and therefore their concentration in the sediment reflected capture
efficiency as much as supply. Hamilton-Taylor (1979) echoed this concern, suggesting
that in Windermere the metal concentrations: a) might be controlled by diatom flux and
b) might be low due to outflow loss. The model outlined in the section Models linking flux
and concentration can be used to estimate atmospheric fluxes from sediment concentration
data (also, see Boyle & Birks, 1999).

Erosion

One of Mackereth’s key conclusions, and one that has been highly influential, is the ar-
gument that high concentrations of minerogenic elements correspond with high erosion
rates. He recognized that the same sediment signal could be explained by a reduced
supply of organic matter, but argued that the former was more likely. He concluded that
subsoil, richer in these elements, was preferentially supplied during catchment instabil-
ity and erosion, diluting material from the more organic topsoil. Engstrom & Wright
(1984) reviewed subsequent research on this topic, revealing that most studies supported
Mackereth. Numerous studies have used the principles described above to infer periods of
catchment stability and instability (e.g., Brubaker & Anderson, 1993). A major impact of
recent human activity has usually been demonstrated (e.g., Foster & Lees, 1999). Thus,
if due consideration is given to tests for the alternative, the link between mineral enrich-
ment and erosion remains one of the most fundamental of geochemical environmental
indicators.

Exotic sediment
Catchment disturbance can lead to a change in the source of clastic sediments. Source
changes can be detected using variation in elemental composition (e.g., Stone et al., 1997).
Such changes can be minor, such as the impact of enhanced soil erosion (e.g., Norton
& Hess, 1980; Mathewes & D’Aura, 1982). Alternatively, source changes may be more
radical, leading to a fundamental change in composition at the disturbance depth. For
example, Punning et al. (1997) find a very great change in the composition of sediment in
an Estonian lake following diversion of mine drainage water.

Characterization of the sediment composition is hindered by dilution effects. PCA
biplots or simple triangular diagrams avoid this. In Figure 11, a PCA biplot clearly dis-
criminates between different lake sediments from the Jianghan Plain (Boyle et al., 1999).

Long term catchment evolution

Catchment weathering

Mackereth argued that Na, K and Mg were preferentially supplied from the catchment
by erosion, leading to enrichment of the sediment in those elements. However, he also
showed that the ash-normalized concentrations increased in the minerogenic layers, which
he interpreted as evidence of reduced leaching during high erosion periods. He argued that
during periods of high erosion rate, deep less-weathered subsoils were supplied to the lake,
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Figure 11 A principal components analysis (PCA) biplol can be used for comparing sediment compositions from
different sies. A range of sediment compositions is seen for Lakes from the Jianghan Plain, Central China (Figure
from Boyle et al. 1999),

evidencing reduced leaching. During periods of greater catchment stability, there would
be relatively more leaching, destruction of alkali bearing minerals, and thus formation
of sediment relatively depleted in Na, K and Mg. This argument has been convincingly
criticized by Engstrom & Wright (1984) who show that the ashed weight is a poor measure
of catchment derived mineral matter, as it includes both authigenic Fe and biogenic silica.
For their study lakes in Labrador, they found no increase in mineral-normalized Na, K and
Mg in the mineral rich layers. However, they argue that progressive weathering of minerals
in soils could reasonably appear in some long sediment records, and that their Labrador
sites may simply have been too insensitive to show changes in recent weathering. Indeed, at
Elk Lake, Minnesota, Dean (1997) found that the Na/Al ratio was high during the drier mid-
Holocene period, and attributed this to reduced leaching of Na. This position is supported
by Englund & Jgrgensen (1973) who show that source area weathering is the principal
factor governing between-site compositional variation in fine-grained sedimentary rocks.

Interpretation of variation in element ratios in terms of leaching must be undertaken
cautiously. Such variation implies a marked alteration in sediment mineral assemblage.
For example, a significant increase in clay formation would lead to reduced Na, K and
Mg/mineral matter ratios. However, stratigraphic variation in mineralogy can also be caused
by mechanical particle size sorting, or source heterogeneity. Changes in the proportion of
top soil, degree of sediment focusing, or source of clastic material (such as an increase
in sodic feldspar due enhanced aeolian influx), could all reasonably explain mineralogical
change. A physical rather than chemical explanation is strongly supported by Ochsenbein
et al. (1983) who show that Mg correlates with the mineral chlorite in Blelham Tarn. That
an element as soluble as Mg should be bound firmly to a mineral component led them to
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conclude that leaching was not a key factor. The importance of physical factors in governing
element ratios is supported, for trace elements, by Moalla (1997).

Soil redox

As discussed in the section Lake Redox, Mackereth (1966) suggested that changes in the
Fe and Mn concentrations can be used to infer changes in the redox status of the catchment
soil. In essence, Mackereth argued that there were three states. First, oxidizing soil, in which
neither Mn nor Fe were mobile. Second, partially reducing soil, in which Mn was mobile but
Fe not. Third, reducing soil, in which both Fe and Mn were mobile. He suggested a protocol,
summarized in Figure 10, for distinguishing these effects from within-lake impacts on Fe
and Mn. The degree to which the effects can really be distinguished is addressed above
(Section, Lake redox).

The assumption that soil redox governs the supply of Fe and Mn to the lake is criticized
by Engstrom & Wright (1984). They argue instead that the flux of water-carried Fe and
Mn is controlled dominantly by dissolved humic substances. In their Labrador study they
note a striking agreement between vegetation change over time and the concentrations of
Fe and Mn. Development of coniferous forest correlated with the build up of Fe and Mn,
which was attributed to the association of coniferous forest with acid humic substances in
soil. They report similar results from other studies, though they argue that the link remains
speculative.

A more complex picture than that envisaged by Mackereth (1966) is also supported
by Davison (1993), suggesting that caution must exercised when interpreting sediment
Fe : Mn ratios in terms of catchment processes.

Natural environment and environmental change

Climate change
Climate change can affect many aspects of a lake system, and a number of these have
been used to develop palaeolimnological proxies. Valero-Garcés et al. (1997) used the Sr
and Mg contents of authigenic carbonate in a sediment core from Moon Lake, N. Dakota,
along with other indicators, to reconstruct changes in effective moisture over the Holocene.
Engstrom & Nelson (1991) and Xia et al. (1997) show that the Sr/Ca ratio in ostracod
calcite increases with the Mg content, which is a function of the hydrological balance.
Long-term climate trends have been shown to correlate with variations in sediment
biogenic silica in Lake Baikal (e.g., Coleman et al., 1995), while climatic change has
been inferred from variations in aeolian supply of mineral matter to lakes in the USA
(Dean, 1997).

Terrigenous source

Variation in the concentration of the minerogenic elements provides a sensitive method
for discriminating between sediment sources. For example, using a PCA biplot based on
five elements, Boyle et al. (1999) were able to demonstrate that each of seven lakes in
the Jianghan Plain, China, had different sediment compositions (Fig. 11). This permitted
rejection of a hypothesis that there was a single source of terrigenous sediment.
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Palaeosalinity

Pore-water, or extractable, concentrations of Na and Cl cannot be used to reconstruct past
salinity, because diffusion rates are too rapid (Lerman & Weiler, 1970). Likewise, pore-
water studies of K, Mg and Ca have shown that a combination of diffusion and mineral
reactions controls the present dissolved concentrations, thus eliminating any record of the
initial values (Sasseville & Norton, 1975; Sasseville et al., 1975).

Slightly more promising results have been found for Br. Like the other halogens it is
enriched in seawater, but unlike CI it does become fixed to solid particles, particularly to
organic matter. Mackereth (1966) observed between-lake agreement in Holocene scale
total halogen (mostly Cl and Br) profiles in the English Lake District and concluded
that this measured oceanicity. At Loch Lomond, Farmer (1994) attributes a Br enriched
sediment horizon to a past marine incursion, supporting a link with seawater. Problems with
interpreting Br come from its tendency to bind to organic matter. Thus, in lake sediment
its distribution may be more a function of organic matter loading than Br loading (Mun &
Bazilevich, 1962; Lange, 1970). Further, organic matter in soils also concentrates Br. Peats
commonly contain 50-150 ppm Br. Thus, in upland temperate zones, a Br profile may be
more an indicator of peat erosion than oceanicity. An additional problem is the possibility
of Br loss from the sediment after burial, which has been demonstrated in marine sediments
(Price et al., 1970).

Mackereth (1966) also proposed that B could be an indicator of oceanicity; it, too,
is primarily derived from seawater. Good agreement between the B and total halogen
concentration profiles led him to conclude that they were both likely to be indicators of
oceanicity. However, he noted that progressive soil impoverishment could also explain the
profiles. Alternatively, the successful application of B to assessing palaeosalinity in coals
(e.g., Goodarzi & Swaine, 1994) suggests that it could be useful in highly organic sediments.

Future developments

Inorganic geochemistry will continue to play a central role in palaeolimnology. No tech-
niques will replace chemical characterization of mineral matter as a basic indicator of
catchment sources. As in the past, procedures will evolve, and interpretation will improve
with the growing numbers of studies. With current interest in the environmental fate of
pollutant trace elements in catchments, there has never been greater potential for chemical
palaeolimnology to make a major contribution.

Sixteen years after the review by Engstrom & Wright (1984), problems still remain with
chemical characterization of sediment components. However, the development of new
reference materials promises better standardization of analytical procedures, and brings
nearer the goal of more generalized interpretations.

Models for contaminant cycling in lake systems continue to improve. However, there
are a number of limitations which need to be addressed. First, most models treat the
lake as a single unchanging box. More realistic dynamic lake models, such as for Mn
in Lake Greifen (Johnson et al., 1991) and for Hg (Diamond, 1999), need to be applied to
palaeolimnological problems. Second, most current models are based on simple dissolved
species. This is because the models are designed for toxicological studies (e.g., Tessier et
al., 1993; Anderson & Hékanson, 1992). From a palaeolimnological point of view, precise
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speciation is less important than distinguishing between trace element carried by water
(dissolved, colloidal and particulate) and that captured by sediment. This is why the K4
definition of Boyle & Birks (1999) and Benoit (1995), though less chemically rigorous than
that of Tessier et al. (1989), is more appropriate for palacolimnological studies. However,
if progress is to be made, the models need to be put on a sounder footing. Progress is being
made with more realistic characterization of aqueous particulates, e.g., humic substances
(Tipping & Hurley, 1992; Tipping, 1994), riverine particulates (Ferriera et al., 1997) and
natural authigenic Fe and Mn minerals (Fortin et al., 1993; Tessier et al., 1996). Progress is
also being made in the simplified functional classification of colloids in freshwaters (Buffle
& Leppard 1995a,b; Buffle et al., 1998; Ledin et al., 1995; Pizarro et al., 1995), and models
to predict colloid stability and floc formation are being developed (e.g., Droppo et al.,
1997). Limnological models will remain crude until this vital section, linking mobility,
toxicity and macro-particles, is better understood.

It is not enough, however, to know what happens in the lake. There are now numerous
studies showing the importance of considering catchment sources and temporary sediment
stores, and also showing that such stores can be evaluated via the study of over-bank deposits
(Collins et al., 1997). Some studies have explored lake/catchment links (e.g., Hamilton-
Taylor & Willis, 1990 and Cuthbert & Kalff, 1993), but there has been a tendency for
geochemical palaeolimnologists to treat lakes independently of their catchments, or at
most to simplify the role of the catchment. Studies of natural fallout isotope distributions
may provide the key to improved models (He & Walling, 1996; He et al. 1996; Hakanson
et al., 1986). Integration of lake, river and hillslope models also offers the chance to get
the most out of lake sediment records. For example, a challenge to palaeolimnology is to
work with the problem of evaluating the new generation of contaminant fate/flux models
(e.g., Tipping, 1996; Wang & Benoit, 1997).

Finally, diffusion and mechanisms of element mobility need to be further addressed.
There are good models for well-characterized dissolved components (e.g., Golterman,
1995), but trace elements remain a problem. It may be that the new DGT method (Harper
et al., 1998) will offer a chance for direct evaluation of mobility at each site, and will help
lead to a better general understanding.

Summary
Objectives and scope

» Inorganic geochemical palacolimnology can be defined as the application of mainly
inorganic geochemical techniques (chiefly elemental determinations and models) to
sediment core samples with a view to shedding light on past environments.

e At present, inorganic geochemical methods are best used as a supporting tool in gen-
eral palacolimnology. For preliminary data analysis, and for extrapolation from more
comprehensively studied sites, it has a great deal to offer as an independent method.

» The principal objective of this branch of inorganic geochemistry is palaeoenvironmen-
tal reconstruction. To achieve this it is necessary to characterize both contemporary
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and past sediments, and to establish the link between sediment composition and envi-
ronment. At the heart of this are characterization, classification and measurement of
sediment chemical components.

Elemental analysis, sediment components, and extraction procedures

o Accurate and precise elemental determinations are essential and relatively easily
achieved, with appropriate use of analytical blanks and standard reference materials.

« Element concentration is the primary data type; by comparison with accumulation
rate, it is more precise, less open to interference, and often easier to interpret.

« Only the residual (aluminosilicate) fraction of the sediment is resistant to alteration.
This suggests that at present only two sediment composition fractions can realistically
be measured; the ‘residual’ fraction, and the rest (‘extractable’ or ‘labile’ fraction).

e« The term ‘authigenic’ should be used as discussed by Engstrom & Wright (1984),
having the same meaning as ‘endogenic’ (see Jones & Bowser, 1978). It should not
be used in place of ‘extractable’ or ‘labile’.

Palaeolimnological methods

« A wide range of useful palaeolimnological methods have been developed. Details are
outlined in the sections above.

e There is a danger that palacolimnological methods get used blindly, without adequate
consideration of alternative interpretations. In particular, there has been a tendency to
disregard particle size effects when interpreting variation in elemental composition

e Much more work needs to be done on characterization of potential source materials,
and allowing for the effect of particle size fractionation in the catchment/lake system
on changes in elemental concentrations.

» The procedure outlined by Hilton et al. (1985) remains the best available method for
estimating trace element baselines. However, more work is needed to evaluate tracers
which discriminate between different parts of the soil profile, or which correlate better
with trace elements in soils.

e The relationships between particle flux, trace element flux and trace element concen-
tration in sediment are complicated in deep lakes. The various effects of deep water
mean that a trace element concentration peak in the sediment of a deep lake need not
imply a supply event.

# [t is not possible to prove or disprove the existence of redox remobilization of the
common pollutant trace elements (Cd, Cu, Hg, Pb and Zn). However, remobilization
of trace elements in sediment is unlikely to be an overriding factor in most situations.
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Introduction and importance of mineralogy

The sedimentary records of many lakes are dominated by inorganic material. At some
point, most paleolimnologists need to characterize or at least have a knowledge of the
mineral composition of the deposit on which they are working. Minerals are fundamental
components of sediments: Like texture and sedimentary structures, an understanding of
the mineralogical composition of a sediment is essential in order to properly describe
and discuss the material (Lewis, 1984). The field of sedimentary petrography, which is
the description and systematic classification of sediments and sedimentary rocks, is based
largely on mineralogy (Milner, 1978). Knowledge of the minerals comprising the deposits
in alake basin is also integral in understanding the genesis of the sediments, deciphering the
transport mechanisms, and inferring past limnologic, hydrologic and climatic conditions.

From a genetic perspective, three distinct types of minerals exist in most lacustrine
deposits (see also discussions in Boyle, this volume, and Engstrom & Wright, 1984). Min-
erals that are brought into the lake via surface streams, shoreline erosion, sheet flood, mass
movement, and aeolian activity are referred to as allogenic or detrital material. Endogenic
minerals are those inorganic components that originate within the water column of the lake,
either by inorganic or biologically-induced chemical precipitation. Finally, authigenic ma-
terial is derived by the diagenetic alteration of sediment that is already deposited (secondary
minerals) or by chemical reactions within the pore water system of the deposit (primary or
secondary minerals).

A tremendous range of paleoenvironmental information can be gained from an assess-
ment of each of these three basic mineral components of lake sediments. Much of this
vast literature has been summarized and reviewed in Talbot & Allen (1996), Smoot &
Lowenstein (1991), Rodriguez-Clemente & Tardy (1987), Hakanson & Jansson (1983),
Dean & Fouch (1983), Eugster & Kelts (1983), Watson (1983a, b), Dean (1981), Eugster
& Hardie (1978), Kelts & Hsii (1978), Jones & Bowser (1978), Hardie et al. (1978)
and Reeves (1968). Detrital minerals reflect the interaction of several factors: (i) tectonic

143

= = W. M. Last & J. P. Smol (eds.), 2001. Tracking Environmental Change Using Lake Sediments. Volume 2:
g Physical and Geochemical Methods. Kluwer Academic Publishers, Dordrecht, The Netherlands.




144 WILLIAM M. LAST

framework of the basin, (ii) place of origin (provenance) of the sediments, (iii) nature and
intensity of weathering processes within the watershed, and (iv) transportation processes
responsible for the delivery of the sediment to the lake. Thus, the allogenic component
can often be used to quantitatively deduce past changes in drainage basin size and mor-
phology (e.g., Henderson & Last, 1998; Olsen, 1990; Teller & Last, 1981a, b; Teller,
1976) and fluctuations in the climatic regime of the watershed (e.g., Schiitt, 1998a, b;
Menking, 1997; Dean, 1997, 1993; Webster & Jones, 1994; Last & Sauchyn,1993; Parry
& Reeves, 1968).

The endogenic minerals usually provide the most straightforward and explicit pale-
oenvironmental interpretive potential because these components give a snapshot of the
chemical and limnological conditions at the time of the minerals’ formation. Carbonate
minerals are among the most common endogenic constituents in many lakes (Dean &
Fouch, 1983). Numerous studies, both on modern and ancient lacustrine deposits, have
documented the applications of endogenic calcite, Mg-calcite, aragonite, dolomite, and
magnesite in paleolimnology (e.g., Haskell et al., 1996; Valero-Garcés & Kelts, 1995;
Dean & Megard, 1993; Coshell et al., 1988; Talbot & Kelts, 1986; von der Borsch & Lock,
1979; Miiller et al., 1972). It has now become routine to use the stratigraphic variation of
these endogenic carbonate species to deduce past Mg/Ca ionic ratios and salinities of the
lake water (e.g., Campbell et al., 2000; Last & Vance, 2001; Last & De Deckker, 1992,
1990; Miiller & Wagner, 1978; Last & Schweyen, 1985). These carbonate mineral data
can be particularly useful when interpreted in conjunction with stable isotopic analyses of
either the inorganic carbonates or biological components (e.g., Dean & Schwalb, 2000;
Valero-Garcés et al., 1997; Gell et al., 1994; Last et al., 1994; Van Stempvoort et al., 1993;
Rosen et al., 1988; Abell & McClory, 1986).

In lacustrine systems that have more complex endogenic mineral assemblages, as is
the case for most brackish, saline, and hypersaline lakes, composition of the endogenic
inorganic fraction is a foremost paleoenvironmental parameter because of the often lim-
ited application of some biological proxy indicators (Evans, 1993; Hammer, 1986). In
these higher salinity settings, the mineralogy of the precipitated material is the single
most direct and unambiguous indicator of past chemical composition of the lake water
available to paleolimnologists. These endogenic minerals are generally thermodynami-
cally and kinetically responsive to even relatively minor changes in water composition
(Braitsch, 1971; Sonnenfeld & Perthuisot, 1989; Sonnenfeld, 1984). Explicit chemical
paleo-reconstructions are now possible for lake waters once the detailed endogenic equi-
librium mineral assemblage is known (e.g., Pienitz et al., 2000; Shang & Last, 1999;
Wasson et al., 1984; Smith et al., 1979). Thus, the endogenic mineral fraction contains
a precise and accurate record of salinity, water chemistry, and other limnological param-
eters that are useful in reconstructing lake-level changes, and climatic and hydrologic
fluctuations.

Because authigenic minerals can result from essentially penecontemporaneous pro-
cesses or can originate long after the sediment has been deposited, their paleolimnological
interpretation is somewhat more intricate and can be ambiguous without detailed chrono-
logical support. Although more complex, the authigenic fraction of lake sediments can,
nonetheless, provide important clues about the past environmental conditions in the basin
(e.g., Lowenstein & Brennan, this volume; Salvany & Orti, 1994; Ordonez & Garcia del
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Cura, 1994; Spencer & Lowenstein, 1990; Jones, 1986; Renaut et al., 1986; Smith &
Friedman, 1986; Zigiang & Zhigiang, 1985).

Characterization of the mineral components in a lake sediment may involve only a small
number of relatively simple analyses, such as one might undertake in a marl deposit, or
it may require more complex and multi-component analyses, such as is required for most
evaporite mineral and clay mineral assessments. Similarly, mineralogical examinations
can be made of the entire inorganic assemblage of a lake deposit (i.e., bulk mineralogy)
or of specific groups of minerals (e.g., carbonate minerals or layer silicate minerals), or of
specific size fractions of the sediment (e.g., clay-sized or sand-sized fractions). In each
instance, the sample preparation procedures, analytical methodologies, and quantifica-
tion techniques can be considerably different. It is beyond the scope of this chapter to
summarize all of the many techniques used in sedimentary petrography and mineralogy.
Numerous excellent university-level textbooks and laboratory manuals already provide
many of these essential details (e.g., Lewis & McConchie, 1994; Carozzi, 1993; Blatt,
1992; Boggs, 1992; Tucker, 1991, 1988; Barker & Kopp, 1991; Tucker & Wright, 1990;
Ehlers, 1987; Phillips & Griffen, 1981; Folk, 1980; Greensmith, 1979; Allman & Lawrence,
1972; Carver, 1971; Miiller, 1967). The intent of this chapter is to summarize two of
the most commonly used analytical methods applicable to lake sediment studies: X-ray
diffractometry and optical mineralogy. Emphasis will be placed on the investigation of
unconsolidated sediments and, because the vast majority of paleolimnologists deal with
offshore stratigraphic sequences, most of the overview will be directed toward examination
of fine-grained sediments.

Mineralogy versus geochemistry

The inorganic composition of a lacustrine deposit may be expressed in terms of either
chemistry or mineralogy. Techniques and applications of inorganic geochemistry in pale-
olimnology are summarized elsewhere in this volume (Boyle, this volume). As discussed
by Boyle (this volume) and others (e.g., Bengtsson & Enell, 1986; Engstrom & Wright,
1984; Mackereth, 1966), a chemostratigraphic approach offers many attractive interpre-
tive possibilities, particularly for investigation of erosion histories, tracking pollution and
contaminant elements, and in eutrophication and nutrient studies. However, interpreting
bulk elemental data can be exceedingly difficult without having a sound knowledge of the
mineralogical assemblage present in the sediment. Indeed, as pointed out by others (e.g.,
Prothero & Schwab, 1996; Potter et al., 1980) describing a sediment using bulk chemistry
can be misleading. Similar chemistries can imply identical sediment types and similar
limnological histories when, in fact, important differences may exist. Jones & Bowser
(1978) maintain that the treatment of lacustrine sediment as a chemically homogeneous
phase significantly limits the interpretive potential of the analytical data. The importance of
collecting mineralogical data (in addition to or, in some cases, instead of element geochem-
istry) in order to quantitatively reconstruct the history of a lake cannot be overemphasized.
For example, knowing that a sediment sample contains quartz, plagioclase, hexahydrite,
and halite provides essential genetic and paleolimnological interpretive detail unavailable
through a chemical analysis identifying the analytical proportions of Si, Na, Ca, Mg,
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Al, S, and Cl. Similarly, bulk elemental analyses cannot readily distinguish among ox-
idation states (e.g., Fe’* and Fe**; Mn2*, Mn** and Mn**) nor among polymorphs
(i.e, minerals, such as calcite, aragonite, monohydrocalcite, vaterite, that have different
structures and genetic relationships within a lacustrine system but share the same elemental
stoichiometry).

Minerals in lake sediments

One of the most important and comprehensive summaries of the mineralogy of lake sed-
iments is that of Jones & Bowser (1978). Although this overview concentrates mainly
on the deposits of freshwater lakes, nonetheless, it provides all the essential background
information and fundamental concepts necessary for neophytes as well as seasoned veteran
paleolimnologists. Smoot & Lowenstein (1991), Warren (1989), Sonnenfeld & Perthuisot
(1989), Sonnenfeld (1984), and Reeves (1968) offer complementary overviews of minerals
in saline and hypersaline lacustrine deposits.

A mineral is a naturally occurring crystalline substance composed of an inorganic
element or compound. Organic compounds also are often crystalline, but they are not con-
sidered minerals. In crystals, the atoms are arranged in a regular, orderly, three-dimensional
pattern or structure, whereas amorphous material has no such internal arrangement. How-
ever, there is no sharp boundary between crystalline and amorphous materials. Some
‘amorphous’ substances, such as opal {8i02 - nH20}, are often comprised of submicron
aggregates or spheres that form a more or less ordered internal structure, and are more
properly referred to as mineraloids. Other noncrystalline inorganic compounds, such as
the commonly occurring clay ‘mineral’ allophane {AlzO3 - 25105 - nH;Q), appear to be
transitional between amorphous and crystalline, and are referred to as paracrystalline.

Assessing the mineral composition of a lacustrine deposit can be an immense under-
taking, directly comparable to a researcher striving to identify and quantify all of the
biological components within a sample. The diversity of minerals in lacustrine sediments
(Table I) is characteristically much greater than that of marine or other continental (e.g.,
fluvial, aeolian) deposits because of the wide range of water compositions in lakes and
the significant influence of local watershed geology and soil composition. In addition,
because lake sediments can be a mixture of minerals formed elsewhere (allogenic), minerals
precipitated from the water column (endogenic), and minerals formed by the alteration of
previously deposited material or precipitated from pore fluids (authigenic), the assemblage
is not necessarily in thermodynamic equilibrium. This is in striking contrast to igneous and
metamorphic petrogenesis studies in which equilibrium is achieved at the time of formation
and the resulting mineral assemblages are relatively simple. This nonequilibrium condition
also curtails the use of simple normative calculation techniques for deciphering the mineral
assemblage from an elemental geochemistry assessment (cf. Boyle, this volume; Rollinson,
1993; Garrels & MacKenzie, 1971).

A synopsis of methods

The study of minerals in a naturally occurring sediment sample can be, to a new investigator,
an exceedingly complex, time-consuming, and labor-intensive task, often incorporating
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Mineral Name Composition Occurrence'
Carbonate Minerals
Aragonite CaCO5 D,E. A
Artinite Mg>CO3(0H); - 3H,0 E. A
Ankerite Ca(Fe, Mg)(CO3)2 E.A
Benstonite Ca7Bag(CO3) 13 A
Burbankite Naa(Ca, Sr, Ba, Ce)4(CO3)s A
Calcite CaCO3 D, E.A
Dawsonite NaAl(CO3)(OH)» A
Daolomite CaMg(CO4)2 D
Eitelite NasMg(CO3)2 A
Gaylussite Na;Ca(C0O3)2 - SH20 E.A
Hydromagnesite Mgs (CO3)4(OH), - 4H,0 E A
Huntite CaMg3(CO5)4 E, A
Kutnohorite Ca(Mn, Mg)(CO3)2 E A
Magnesite MgCO4 E A
Magnesian Calcite (MgxCa;_4)CO5 E
Monohydrocalcite CaCO;3 - H,0 E
Minrecordite CaZn(CO3), E. A
Nahcolite NaHCO5 E. A
Natron NazCO3 - 10H0 E.A
Nesquehonite Mg(HCO3)(CO3)4 E A
Pirssonite Na;Ca(CO3)2 - 2H20 A
Protodolomite (MgxCaj_x )(CO3)2 E. A
Rhodochrosite MnCOs3 A
Scarbroite Al2(CO3)3 - 13A1(OH)3 A
Shortite NayCap(CO3)3 A
Siderite FeCO3 E A
Strontianite SriCO3 E A
Thermonatrite Na>COj3 - H,O E.A
Trona NaHCOj - NapCOy - 2H20 E A
Vaterite CaCOs E A
Witherite BaCO; A
Zemkorite Na;Ca(CO3)2 E. A
Phosphate Minerals
Anapaite CazFe(PO4)3 - 4H20 A
Apatite Cas(PO4)3(0H, F) D, A
Brushite CaHPOy4 - 2H20 E
Fluorapatite Cajp(POg)sF2 A
Lipscombite Fe3(PO4)2(0H)2 A
Ludlamite (Fe, Mn, Mg)3(POy4)7 - 3H20 A
Liineburgite Mg (PO4)2B205 - 8HL0 E A
Newberyite MgHPOy E A
Phosphoferrite (Mn, Fe)3(PO4), - 3H,0 A
Rockbridgeite {Fe, Mn)Fe4(PO4)3(0OH)s E.A
Strengite FePOy4 - 2H-0 E.A
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Mineral Name Composition Occurrence
Phosphate Minerals (continued)
Struvite MgNH4PO4 - 6H,0 E.A
Vivianite Fe3(POy4)2 - 8H20 A
Sulfate Minerals
Alunite KAl3(OH)4(S04)2 E
Anhydrite CaS0y D E A
Aphthitalite K3Na(504)2 A
Arcanite (K.NH4)2504 A
Barite BaSOy4 E.A
Bassanite 2CaS0y4 - H,0 A
Bloedite NasMg(S804)7 - 4H20 E A
Celestite Sr50y A
Coquimbite Fe(SO4)3 - 9H,0 E A
Despujolsite Ca3Mn(504)2(OH) - 3(H;0) E.A
Epsomite MgS0y - TH,0 E
Eugsterite NasCa(804)z - 2H20 E. A
Glauberite Na»Ca(S04)2 E.A
Gorgeyite K2Cas(504)g - H2O E.A
Gypsum CaSQOy - 2H,0 D,E A
Hexahydrite MgSOy4 - 4H,0 E. A
Hydroglauberite NajnCaz(504)g - 6H,0 A
Jokokuite MnSQOy - 5H,0 E. A
Jarosite KFe3(504)2(0H)g A
Kalistronitite K28r(504)2 A
Kieserite MgS0Oy4 - HpO A
Krausite Fes(S04)3 - 2H,0 A
Langbeinite 2MgS0y4 - K2S04 A
Lecontite NaKNH450, - 2H,0 E.A
Leightonite K2CaCu(SOy)4 - 2H,0 A
Leonhardtite MgS0; - 4H,0 E.A
Leonite MgK,(504); - 4H0 E A
Loeweite Naj2Mg7(504);3 - 15H,0 E, A
Mallardite MnSO; - TH,0 E.A
Melanterite FeSO4 - TH20 E. A
Mercallite KH50y4 A
Mirabilite Na>80y - 10H;0 E A
Pentahydrite MgS04 - 5H,0 E A
Picromerite MgK7(804); - 6H20 E.A
Polyhalite K2CaxMg(804)4 - 2H20 A
Potassium alum KAI(S04)7 - 12ZH,0 E.A
Quenstedite FeSOy - 10H20 E A
Sanderite MgS0y - 2H,0 E, A
Siderotil FeSO, - 4H;0 A
Starkeyite MgSO0; - 4H,0 E A
Sulfur S E
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Mineral Name

Composition

Occurrence

Syngenite
Szomolnokite
Thenardite
Vanthoftite
Wattevilleite

Carbonate-Sulfate, Carbonate-Sulfate-Chloride and Carbonate-Phosphate Minerals

Ardealite
Bonshtedite
Bradleyite
Burkeite
Collophanite
Galeile
Hanksite
Kainite
Northupite
Rapidcreekite
Schairerite
Sulfohalite
Tychite

Antarcticite
Bischofite
Bruggenite
Carnallite
Douglasite
Halire
Hydrohalite
Lautarite
Rinneite
Sylvite
Tachyhydrite
Teepleite

Ameghinite
Binorite

Borax
Carboborite
Colemanite
Darapskite
Howlite
Humberstonite
Hungchaoite
Hydroboracite

Sulfate Minerals (continued)
K2Ca(S04)2 - 2ZH20

FeS0y4 - HR0

Na2S04

NagMg(504)4
Na>Ca(S0y4)7 - 4H20

CnMgCO] P04
Na3Fe(PO4)(CO3)
NazMg(PO4)(CO3)
Nay(504)C0O5
Cajp(PO4)6CO3 - H20
N23S0, - Na(F, Cl)
KNa72(C03)2(504)9Cl
4MgS0; - 4KCl - SH,0
NazMg(CO3); - NaCl
Caz(C03)S04 - 4H20
Na2S0y4 - Na(F, Cl)
2Na;504 - NaCl - 4H,0
NagMgr S04(CO3)

Chloride and Iodate Minerals
CaCl, - 6H20

MgCls - 6H20

Ca(103)2 - H,0

KMgClys - 6H20

KFeCly - 2H,0

NaCl

NaCl - 2H,O

Ca(l03)2

KzNaFeClg

KCl1

CaCl, - 2MgCl - 2H,0
NazB(OH)4Cl

Nitrate and Borate Minerals
NaB303(0H)4

CasB14093 - 8H,0
NasB4 07 - 10H20
MgCa(CO3)2 - B(OH)4 - 4H20
CarBg0qy - SH20
Na3SO4NO; - H,0
Ca;S5iBs0qg - (OH)5
K3NayMg)(504)6(NO3) - 6H20
MgB4Os(0OH)y4 - 8H20
CaMgBg0yy - 6H,0

A
E A
E A
A
A

E. A
E A
E A
E A
A
A

>

m>>me > m
>

-

>>>mmmm> mmmm

E,A
E.A
E.A
E.A
E.A
E, A
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Table 1. Minerals in Quaternary lacustrine sediments (continued).

Mineral Name Composition Occurrence!
Nitrate and Borate Minerals (continued)
Inderborite CaMgBgOy - H,0 A
Inderite MgsBgOy - 15H,0 E A
Inyoite CayBgOg (OH)y - 8H20 E A
Kaliborite HKMgsB3014(0H) g - 4H20 E A
Kernite NayB407 - 4H,0 E A
Kurnakovite MgBg0y9 - 15H20 E, A
Macallisterite MgsBgO7(0OH)g - 9H20 E. A
Meyerhofferite CayBg0y - TH20 E, A
Niter KNO3 E A
Nitrobarite Ba(NO3)» E.A
Nobleite CaBg0y - 4H,0 E. A
Pinnoite MgB20y - 3H,0 E. A
Priceite CaBpOy9 - TH20 E A
Proberite NaCaBs0yg - 5H,0 E A
Santite KB50g(OH)4 - 2H,0 A
Sborgite NaB50g(0OH)y - 3H,0 A
Soda Niter NaNO3 E, A
Tincalconite Na»B407 - 2H,0 A
Ulexite NaCaBs0q - 8H,0 E A
Oxide, Fluoride, and Chromate Minerals
Anatase TiO, D A
Birnessite (Na, Ca)Mn7014 - 3H,0 D, A
Boehmite AlOOH D
Corundum Al O3 D
Diaspore AlOOH D
Dietzeite Cay(105)2Cr04 E. A
Fluorite CaF A
Geothite FeOOH D,E.A
Gibbsite Al(OH)3 D
Hematite Fey 05 DA
llmenite FeTiOs D
Jacobsite MnFe;04 D
Lepidocrocite FeOOH D.A
Lopezite K2Cra09 E, A
Psilomelane (Ba, K)}(MnO3); 5 - H20 A
Maghemite Fe304 D
Magnetite Fe304 D
Pyrolusite MnO2 A
Rancieite (Ca, Mn)Mng0g - 3H20 E
Rutile TiOy D
Tarapacaite K2CrOy E A
Todorokite (Na, Ca, K, Ba, Mn)2MnsQj7 - 3H,0 DA
Ulvispinel TiFe; 04 D
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Mineral Name Composition Occurrence
Non-Clay Silicate Minerals
Adularia KAISi3Og A
Amphiboles {Na, Ca, K)2(Mg, Fe, Ti, Al, Li, Mn)3 D
(i, Al)gO22(OH. F)?
Analcime NaAlSi»nOg - 2H20 A
Cristobalite Si0, D
Clinoptolite (Na, K, Ca)aAl3(Al §1)2Si12034 - 12H20 A
Erionite (K2Ca, Nag)rAlySij4 03 - 15H,0? A
Kanemite NaHSi; 04(0OH)2 - 2ZH20 E
Kenyaite Na3Si22041(OH)g - 6H20 E
K-Feldspars KAISi3Og2 D, A
Magadiite NaSi70y3(OH)3 - 3H,0 E
Makatite Nas SigOg(OH), - 4H20 E
Micas K(Mg, Fe, Al)3AlSi30,4(0OH)? D
Moganite Si10, A
Mordenite (Ca, Naz, K2)Al2Si1j024 - TH20 A
Natrolite Nas Al35i30¢ - 2ZH20 A
Olivenes (Mg, Fe)2Si0,2 D
Opal Si0y - nH20 D.E, A
Phillipsite KCa(Al38is01¢) - 6H20 A
Plagioclase (Na, Ca)Al(Al, Si)SigOal D
Pyroxenes (Ca, Mg, F(:)g.‘.ii:(:)g,2 D
Quartz Si0, D
Searlesite NaBSi; Og - H2 O A
Sepiolite MgaSig0)y5(0OH); - 6H,0 E
Thomsonite NaCa;AlsSisOay - 6H-0 A
Layered Silicate Minerals
Chlorite MgsAl2S8i3 0 (OH)g D
Hiite (K, Al, Mg, Fe)s (AlSi)3010(0OH); H20? D
Kaolinite Al2Si205(OH)4 DA
Mixed-layer Clays Variable? DE A
Palygorskite (Mg, A1)2S1400(0OH) - 4H,0 D, A
Smectite (Na, Ca)g 33(Al. Mg)28is01p(OH)3 - nH,0? D.A
Vermiculite (Mg, Fe, Al)3(Al, Si)40yo(OH); - 4H,0 D, A
Sulfides
Griegite Fe3S4 A
Mackinawite FeS E.A
Marcasite FeS» D, A
Pyrite FeS, D, E A
Pyrrhotite FeS D A
Sphalerite ZnS E
Wurtzite ZnsS A

1 D = detrital; E = endogenic; A = authigenic.
2 Formula IePresents & serics or group of mincrals
Ttalics indicate minerals are common in lake sediments,
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many different techniques and methods. Some of these analytical methods are traditional
and are based on physical and chemical principles that have been well known for nearly
200 years; other techniques are rapidly evolving and dependant largely on powerful new
instrumentation. Although this chapter will emphasize only two of the vast arsenal of tech-
niques, it is appropriate to provide a short description of some of the other analytical tools,
instruments, and techniques that can be brought to bear upon the problems of identifying
and quantifying minerals in a lacustrine deposit.

Thermal analysis systems are a group of methods designed to evaluate the mineral
components in a sample by measuring a key physical property, a change in phase, or a
reaction product as a function of temperature as the sample is being incrementally heated.
One of the most common of these is differential thermal analysis (DTA). In DTA studies,
the difference in temperature (AT} between the sample and a thermally inert reference
material is recorded as the components are being heated to ~1000°C. This AT signal is
controlled by the nature of the endothermic or exothermic reactions taking place in the
sample, which, in turn, are a function of the mineralogical composition (Karathanasis &
Harris, 1994; Lewis & McConchie, 1994, MacKenzie, 1982). Similarly, thermogravimetric
techniques (TG) monitor the change in mass of the sample over the temperature range. The
changes in mass are due to reactions, such as dehydration (loss of HzOj}, loss of carbon
dioxide, oxidation of iron or manganese, or oxidation of sulfides, that can be related to
specific temperatures. For example, a very simple type of thermogravimetric analysis, loss
on ignition (LOI) between 550°C and ~ 1000°C, is commonly used to approximate the total
carbonate mineral content in a non-sulfidic lake sediment sample (Dean, 1974; Heiri et al.,
2001). The major advantages of thermal analysis systems are that the required equipment is
relatively inexpensive, sample preparation and analyses are relatively fast and simple, and
the techniques can be used to examine both crystalline as well as non-crystalline material
in the sample.

Mineralogical analysis by light microscopy, discussed later in this chapter, is often
supplemented by various luminescence petrographic techniques. Chief among these in
sedimentary studies are cathodoluminescence (CL), caused by an incident beam of electrons
hitting the minerals, and photoluminescence (PL), caused by visible or ultraviolet radiation.
Although not a mineralogical analysis technique per se, luminescence microscopy and spec-
troscopy can supply very important fabric, textural, and element compositional information
that aids in the understanding of the genesis and history of the sediment (see, for example,
Barker & Copp, 1991). Likewise, mineral identification of individual sedimentary particles
is frequently aided by the use of a scanning electron microscope (SEM; Trewin, 1988;
Welton, 1984; Smart & Tovey, 1982) and transmission electron microscopy (TEM; Gilkes,
1994) and, when used in conjunction with light microscopy and/or XRD, can be very
powerful analytical tools for sediment mineralogy.

Elemental analyses, involving an impressive array of nondestructive spectroscopic
methods or decomposition of the material and analyses by AAS (atomic absorption spec-
trometry) or ICP-AES (inductively coupled plasma atomic emission spectrometry), form a
very important complement to mineralogical analyses as outlined by Boyle (this volume),
Korsman et al. (this volume), Amonette & Sanders (1994), Sawhney & Stilwell (1994),
Hawthorne (1988), Fairchild et al. (1988), and Stone (1982). However, these elemental
techniques are not intended to provide a qualitative or quantitative assessment of the
mineralogy of a deposit.
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X-ray diffraction

Introduction

X-ray diffractometry (XRD) is the single most important and widely used method for
mineralogical assessment of lake sediments. Its usefulness in paleolimnology stems from
the fact that most offshore lacustrine deposits are so fine-grained that optical mineralogy
methods cannot be routinely applied. In addition, the XRD method offers a number of
other significant advantages over other techniques. The method is rapid and relatively
inexpensive (on a per-sample basis). Basic XRD instrumentation, although not inexpen-
sive, is readily available in most university earth science or soil science departments, and
modern equipment operation can be undertaken with a minimum of training. Similarly,
sample preparation, although tedius, is relatively straightforward. Finally, XRD studies
provide not only qualitative mineralogical information (i.e., which minerals are present in
a sample), but also can be used to quantitatively evaluate the material as well as derive
a wealth of other information, such as the degree of crystal disorder in minerals, the
nature and extent of isomorphous substitution, crystallite size, and various crystal structure
characteristics. However, an important disadvantage of the XRD method is that it tells the
investigator nothing about the textural relationships, fabric, or other important genetic and
diagenetic parameters, which can be very important in helping to understand the lacustrine
processes responsible for deposition and alteration of the sediment. Thus, thin section (TS)
petrography or other petrographic approaches, such as SEM, are often used as an adjunct to
XRD. Finally, it must be remembered that the X-ray diffraction technique is applicable only
to crystalline material; lake sediments sometimes contain large proportions of amorphous
inorganic matter which cannot be routinely evaluated by XRD.

Safety

All modern X-ray diffraction equipment features built-in safeguards that minimize the
operator’s risk of exposure to radiation under normal working conditions. However, the use
of this equipment can be dangerous because of both the nature of the radiation itself and
the high voltage used by the equipment to generate the X-rays. X-radiation can kill; even
very brief exposure to the direct X-ray beam can cause permanent skin damage. Because
the effect of exposure to shortwave radiation of any form is cumulative, extreme care must
be taken to avoid all exposure.

Clearly, the various manufacturer-installed safety switches and devices must not be
tampered with. Never look into the shutter of the X-ray tube or even at the sample when the
equipment is operating. Never attempt to reach inside the X-ray generator or to investigate
problems with the electronic circuit panel. As pointed out by Moore & Reynolds (1997)
and Klug & Alexander (1974), two of the standard procedural handbooks for XRD, many
of the early workers with X-rays were severely injured or died from radiation exposure.
Protective devices and failsafe equipment designs cannot insure complete elimination of
risk of exposure, particularly if specified routines are not followed or if untrained personnel
try to use the equipment.
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History

X-rays, or X-radiation, is that part of the electromagnetic (EMR) spectrum that lies between
the low-energy, high wavelength ultraviolet radiation and the high-energy, low wavelength
gamma rays (Fig. 1). X-rays were serendipitously discovered in the latter part of the (9!
century by W. C. Rontgen (see Moore & Reynolds, 1997, for a more complete overview
of the discovery and early experimentation with X-rays). Soon after Rontgen’s discovery,
research into the diffraction of X-rays by crystalline material was carried out in Europe by
W. L. Bragg, L. H. Bragg, and M. T. F. von Laue (as well as several other physicists working
outside of Europe). It was soon realized that the atoms in a crystal can be considered as
planes that are arranged in regular, orderly, three-dimensional, repeating patterns. The fact
that these regular arrangements of planes (or rows of atoms) have spacings (refereed to
as ‘d spacing’ or lattice spacing) of approximately the same dimensions (~10~%cm or
1 A) as the wavelength of X-rays meant that the diffraction phenomenon (i.e., the in-phase
scattering of radiation from an incident beam of radiation to produce a secondary beam)
could be viewed as simple multiple reflections of radiation by the planes of atoms. This
permitted researchers to formulate a simple equation that relates the angle of incidence,
the specific wavelength of the incident radiation, and the spacing between the layers. This
equation is commonly referred to as Bragg’s Law:

nh = 2d sin®, (1

where n is aninteger; & is the wavelength ofthe incident X-radiation; d is the lattice spacing
or the distance between two adjacent planes of atoms; and # is the angle between the incident
radiation and the atomic plane, sometimes referred to as the critical angle or Bragg’s angle
(Fig. 2). Although # is very difficult to measure, it can be geometrically shown that the
angle between the diffracted beam of radiation and the incident radiation is 28, a value that
can be easily measured. Thus, the diffraction pattern of a crystalline substance under an
incident monochromatic (i.e., single wavelength) X-ray beam is a fundamental and unique
physical property of that substance, thereby permitting easy identification irrespective of
the size, morphology, or optical characteristics of the material.

With the first publication of these basic principles in 1913 (for which the Braggs shared
the 1915 Nobel Prize) mineralogical and crystallographic research entered a new phase
of very rapid development and explosive expansion of the literature. By the 1930s X-ray



MINERALOGICAL ANALYSIS OF LAKE SEDIMENTS 155

\\ N ‘
T % w1 i |} Recorder |
A 0y W 1 ] | |
NECTRN " Amplifier| _— ,
\_t.-) i Py p SE S _
% Py
6 &
\‘v<,/<‘ (\\ 0 ///
AN
N
- O]
WA
f———— 1|_ B
Sample ;
Diffracted
& iniaee Radiation

Incident Radiation

Figure 2. (2} Schematie diagram showmg the geometry of powder X-ray diffraction analysis. A constant beam
of monochromatic X-radiation is gencrted by the X-ray rube and directed at a halder containing a thin iilm of
fincly powdered snuple, As the swple rotates throogh an angle of 2¢, the mimerals i the sample difitact the
incident radialion when Bragg™ enitical angle (4145 achieved, The diffracted X-rays we detected al a recelver and
recorded on o strip chart or microprocessor. (B) Sketch showing the diffraction of incident X-radiation ot Brugg's
critical angle (1) which comesponds to the spacing between the latttes planes of the mineral.

diffraction formed the cornerstone for nearly all routine identification and quantification
work on the minerals in fine grained sediments (see the reviews of the history of clay
mineralogy in Moore & Reynolds, 1997; Grim, 1988; Brown & Brindley, 1980; Millot,
1970). Post-war instrumental advances resulted in the development of various new spec-
troscopic techniques that complement the traditional XRD method (e.g., atomic resonance
spectroscopy, vibrational spectroscopy, magnetic resonance, and various electronic reso-
nances; Calas & Hawthorne, 1988). However, X-ray diffractometry remains the premier
mineral analysis tool in paleolimnology and many areas of sedimentology and soil science.
Over 95% of the papers published in Journal of Paleolimnology, Journal of Sedimentary
Research, Sedimentology, Sedimentary Geology and The Holocene during the past decade
that report the mineralogy of lake sediments have used this method.

Principles of operation & interpretation

The basic XRD system consists of an X-ray generator, a device to hold and rotate the sample
(goniometer or diffractometer), and a detector (Fig. 2). Many textbooks and laboratory
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manuals provide details of this instrumentation and theory of operation and interpretation
(e.g., Marfunin, 1995; Bish & Post, 1989; Jones, 1987; Cullity, 1978; Zussman, 1977;
Klug & Alexander, 1974; Azéroff, 1968). In normal commercially available equipment,
X-rays are produced by the bombardment of a metal target (often copper, but can also be
Cr, Fe, Co, Mo, or Ag) by a stream of high energy electrons. This bombardment produces
radiation in the X-ray region of the EMR spectrum having several characteristic peaks (or
“lines”) of varying intensity corresponding to the position of the orbital electrons that are
being rearranged by the bombardment (i.e., electrons displaced from the K, L, M, or N
shell orbits all have different energy levels and thus produce different X-ray lines). In order
to achieve monochromatic radiation, a series of filters (metal foils) are applied to remove
selected radiation from the spectrum.

The filtered, monochromatic X-ray beam (with i = 1.5418 A for Cu-generated ra-
diation) is then directed at the sample which has been placed in a holder that rotates.
As the atomic planes in the minerals in the rotating sample attain the appropriate crit-
ical angle with respect to the incident beam, they will diffract the X-rays according to
Bragg’s Law. Early vintage XRD equipment recorded the diffracted X-rays on photo-
graphic film (Debye-Sherrer photographs), which then had to be accurately measured
and manually converted to # and, ultimately, to d spacing information. Most modern
equipment now uses an electronic detector and counter, with the intensity of the diffracted
rays recorded on a strip chart (diffractometer trace or diffractogram) and/or a digital mi-
croprocessor (Jenkins, 1989a). Because the X-ray diffractometer, including the mounted
sample, is slowly rotated though a given number of *2¢& and the strip chart is advanced
at a speed that is synchronized with the detector, the x-axis on the chart is calibrated
in °28.Thus, it is very easy to identify the angular position, intensity, and shape of the
diffraction lines.

The basis of interpreting the resulting diffractogram is that each mineral in the sam-
ple will produce a unique set of distinctive reflections, or peaks, relating to the set of
lattice planes with the mineral’s characteristic d spacing. Since all crystalline materials
possess a unique pattern of X-ray diffraction peaks, mineral identification is done simply
by comparison of the peaks on the diffractogram with patterns of known pure material.
Standard patterns of some 50,000 different minerals and crystalline materials have been
compiled by the Joint Committee on Powder Diffraction Standards (JCPDS) and data
summaries are published in regularly-updated monographs. In addition, various charts
and tables have been prepared that allow easy comparison of many of the more com-
mon minerals found in sediments and sedimentary rocks (e.g., Hardy & Tucker, 1988;
Lindholm, 1987; Brown & Brindley, 1980; Chen, 1977; Griffin, 1971). Jenkins (1989b),
Cook et al. (1975), Klug & Alexander (1974), and Griffin (1971) present detailed step-
by-step summaries of the interpretation procedure for non-clay mineral diffractograms.
Becauseidentificationand quantification ofclay minerals is considerably different than the
relatively simple techniques outlined above, a more complete summary of the clay mineral
methodology will be outlined below. In addition, Moore & Reynolds (1997), Thorez (1975),
and Carroll (1970) offer detailed guidelines and procedures for interpreting clay mineral
XRD patterns. Finally, the JCPDS Powder Diffraction File (PDF) is also commercially
available in digital form for use on various computer platforms. Acquisition of this or
similar datasets (see Smith, 1989) allows the researcher to very quickly perform searches
and to identify the non-clay mineral components in acomplex mixture, although even this
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computerized procedure becomes increasingly more difficult as the number of minerals
increases.

Sample preparation and analysis

Because of the geometric implications concerning incident and reflected radiation, the
technique of sample preparation and mounting for XRD analysis is extremely critical.
There is a large amount of literature on this topic but, unfortunately, there is no standard,
all-purpose preparation/mounting technique used in sedimentary mineralogy, nor is there
a uniform procedure of pretreatment of the samples. Moore & Reynolds (1997), Bish &
Reynolds (1989), Hardy & Tucker (1988), Brown & Brindley (1980), Allman & Lawrence
(1972), and Gibbs (1971) all provide excellent overviews of many of the techniques and
discuss the various advantages and disadvantages of each; these references are good starting
points for new investigators. Overall, there are two distinct but complementary approaches:
(i) preparation and analysis of unoriented mounts in which the grains and particles making
up the XRD slide assume a non-preferred (random) orientation, and (ii) analysis of mounts
in which the grains have achieved a preferred orientation. Unoriented mounts are usually
used for bulk (whole sediment) analysis and oriented mounts are applied to the investigation
of clay minerals. Figures 3 and 4 summarize the handling of samples for XRD analysis
used in my laboratory.
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Pretreatment

The best XRD results are obtained from samples that are uniformly fine grained (finer
than about 10 ptm}, contain little or no organic matter or non-crystalline material, and are
mounted in such a way as to provide a smooth, even, parallel surface upon which the
X-rays can reflect. Since most lacustrine sediments are poorly sorted, organic-rich, and
often contain amorphous Fe-oxides and siliceous material, at least minimal pretreatment is
usually necessary. However, it must be realized that all pretreatment procedures have the
potential of significantly affecting the mineralogy of the sample. As pointed out by Moore
& Reynolds (1997) and Brown & Brindley (1980), it is advisable to do as little as possible
to the sample before X-ray analysis.

Dried samples that were originally unconsolidated can be disaggregated by allowing
them to sit overnight in distilled water followed by ultrasonic dispersal. Cemented or firmly
aggregated samples, and material that is coarse grained or poorly sorted will need to be
crushed to a uniform particle size. Moore & Reynolds (1997) and Bish & Reynolds (1989)
recommend gentle crushing by impact in an agate mortar followed by wet grinding (using
alcohol oracetone as aliquid lubricant) until afine and uniform powder size is achieved. Iron
and porcelain mortars should be avoided because they result in significant contamination.
Most authorities in the past have cautioned against the use of automated grinders, however
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Bish (1994) and Hardy & Tucker (1988) note several commercially available automated
grinders with which they have achieved good results. In some cases the investigator may
be specifically interested in the mineralogical assemblage of a certain size fraction, which
requires either sieving or centrifugation. Other situations may call for removal of certain
fractions of the sample, such as the carbonate traction (Jackson, 1969; Ostrum, 1961), the
sulfate fraction (Bodine & Fernalld, 1973), or water soluble salts (Ingram, 1971).

Moderate to high amounts of organic matter and iron oxides in the sample present
significant problems because they usually produce a high background on the diffractogram
that can mask peaks. Unfortunately, removal of these components is difficult and, because
of the strong chemicals often required, can adversely affect the mineral assemblage. The
most common method for removal of Fe oxides is treatment with citrate-bicarbonate-
dithionite (CBD; Jackson, 1969), but this also removes calcite and phosphate minerals
and can affect the X-ray response from mixed-layer clay minerals. Organics are usually
removed from the sample by treatment with hydrogen peroxide (Jones & Bowser, 1978),
commercial bleach (sodium hypochlorite—NaOCI; Anderson,1963), sodium pyrophos-
phate (NagP;07; Thomas, 1969; McKeague, 1967) but these treatments affect carbonates,
sulfides and sulfate minerals in the sample. Relatively low temperature ashing (~100°C)
has also been suggested (Moore & Reynolds, 1997; Gluskoter, 1965) but not yet applied
to lake sediment studies.

Whole sample analysis

Once a finely ground, homogenous sample has been prepared, it is necessary to mount
the material in a holder or on a slide which can then be X-rayed. Once again, there are
a multitude of methods and techniques that have been suggested for this task (see, for
example, overviews in Bish & Reynolds, 1989; Smith & Barrett, 1979; Gibbs, 1971).
Hardy & Tucker (1988) and Klug & Alexander (1974) describe a commonly used cavity
type of sample holder that is made from aluminum. The dry powder is gently packed into
a well or cavity in a thin (2 mm thick) aluminum holder and the excess scraped off to
produce a smooth surface to be irradiated. Because even light pressure on the surface of the
mount can produce an undesirable preferred orientation of the particles, some researchers
recommend back loading or side loading techniques (see Tucker & Hardy, 1988; Brown &
Brindley, 1980). Alternatively, the powder can be mixed with a small amount of volatile
liquid, such as alcohol, and simply smeared on to the surface of a glass petrographic slide.
Rapid evaporation of the alcohol while mixing the sample on the slide presumably will
not allow the particles to achieve a preferred orientation. Each of these methods, as well
as several more elaborate techniques, such as the addition of amorphous binders, spray
drying, and embedding in plastic, have been shown to result in satisfactory XRD data.
However, it must be accepted that complete random orientation of the material is very
difficult to accomplish.

As important as striving for random orientation is, close attention must also be given
to the amount, thickness and coverage of the sample mount on the slide or holder. Bish
(1994), Hughes et al. (1994), and Bish & Reynolds (1989) maintain that one of the most
common sample mounting problems is the incomplete or insufficient coverage of the slide.
The irradiated area on a slide or holder increases significantly with decreasing diffraction
angle. For example, the length of exposed area at diffraction angles above about 20726
is 10 to 20mm; this increases to more than 50mm at angles less than 1{°2¢. Thus, it is
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important that the sample occupies an area on the slide or holder that is at least as large as
the spread of the incident beam at the lowest angle used. Using sample coverage areas that
are too small results in increased backgrounds (if a glass slide is used) or spurious peaks
from the holder.

Sample thickness is also a consideration and can be a major source of error (Jenkins,
1989b). The XRD technique assumes infinite sample thickness, but 90% of the reflection
pattern is generated from the upper 50 jzm of the powder and ~50% is from the upper
10 tem. Consequently, a sample mount that is too thin will result in X-ray interaction with
the underlying glass or holder material, whereas excessively thick mounts can cause a
systematic displacement of the X-ray peaks.

As indicated above, unoriented mounts are routinely used for all non-clay mineral XRD
analyses. For whole sample (bulk) analysis, the sample is generally irradiated from 5°2¢
to about 60°2¢ at a relatively fast scanning rate (6°2¢ per minute is used in my laboratory
for all bulk XRD analysis). If the investigator is interested in only certain components
of the sediment, it is common practice to irradiate the sample at a slower rate between a
smaller “2# range. For example, if one is interested in the composition and crystallographic
characteristics of the calcite-magnesian calcite-protodolomite-dolomite-magnesite series in
a carbonate lacustrine sequence, higher precision XRD data might be collected from 24°26
to 34°2# at a rate of 0.6°2f per minute. Most modern XRD equipment has the ability to
preset a variety of programs containing the various operational parameters, such as scan
speed, starting angle, number of degrees scanned, and step scanning, and also to collect
both peak height (in terms of counts per second, cps) and peak areas.

Clay mineral analysis

Preparation of oriented powder mounts and the processing and identification of clay min-
erals from the resulting diffractograms can be one of the most complex and difficult tasks
facing the XRD investigator. Because clay mineral crystals are usually very small, they do
not give strong diffraction peaks relative to other non-clay minerals in a normal unoriented
mount. Simply stated, there are too few atoms present in any one clay mineral plane to
generate a usable diffraction intensity. However, clay minerals are also usually platy (i.e.,
one dimension very small relative to the other two). This morphological property can be
used to advantage in XRD analysis by endeavoring to get X-ray diffractions from the large,
flat surfaces of the minerals (referred to as basal reflections). This is done by attempting
to maximize the preferred orientation of the material in the sample mount. By mounting
the sample such that all the clay particles lie on top of one another, the diffraction effect
from the platy minerals is greatly enhanced, while at the same time any reflections from
components not parallel to the platy material are almost completely lost. In effect, the X-
ray beam is seeing only the atomic planes of minerals that are parallel to the direction of
orientation. The drawback to the use of oriented mounts is that the investigator cannot take
advantage of the extensive powder diffraction data summaries and digital files, which are
sovaluable for non-clay mineral identification.

As with the preparation of unoriented mounts, there have been many methods proposed
to induce orientation in the mount (Table II). The relative merits of these techniques will
not be discussed here, but the reader is referred to Moore & Reynolds (1997), Hughes &
Warren (1989), and Hardy & Tucker (1988) for up-to-date summaries of the most commonly
used methods.
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In general, preparing aclay mineral mount with good preferred orientation is notdifficult
because of the platy morphology of most clay minerals. However, a major problem arises in
that the methods which produce the best preferred orientation also result in a size-segregated
clay film. This size segregation is also often a mineralogical segregation because smectite
(montmorillonite) particles characteristically have much smaller sizes than the other major
clay mineral groups. Thus, in any technique in which the particles are allowed to settle
(such as the pipette-on-slide and centrifuge-on-ceramic tile methods), there will be relative
enrichment of smectite near the top of the mount and proportionately less of the other
clay minerals (Stokke & Carson, 1973). Since most of the X-ray diffraction response is
generated in the upper 5 to 10 gm of the clay film on the slide, quantitative results from
these size/mineral segregated slides will be in error even though there may be excellent
preferred orientation of the grains.

Gibbs (1965; see also Gibbs, 1971, 1968) undertook a comprehensive quantitative
comparison of the major methods in use up to the early 1960s, and concluded that only a few
of them (i.e., smear-on-slide and suction-on-ceramic tile methods) gave acceptable results.
Stokke & Carson (1973) echo this sentiment. In contrast, others have maintained there is
little or no systematic difference between the various methods (see Theisen & Harward,
1962), or argue that techniques employing settling show excellent reproducibility and the
quantitative data, if not accurate, are, nonetheless, precise and do show the correct trends in
mineral assemblage distributions. Most recently, Moore & Reynolds (1997) indicate that
the filter peel technique of Drever (1973) probably represents the optimum compromise
between speed of preparation, required operator skill, and development of non-segregated
preferred orientation. Hughes et al. (1994) recognize that the choice of method depends
not only on the degree of orientation and segregation, but also on the nature of the material
and the purpose of study. They prefer to adopt the fastest method available that satisfies the
accuracy requirement for the particular problem. Finally, Bish & Reynolds (1989) likewise
recognize the factors of operator expertise, time, and purpose of study, and propose three
basic levels of investigation coinciding with different methodologies: (i) reconnaissance
and general qualitative clay mineralogy, in which the pipette-on-slide method is used,;
(ii) quantitative analysis using the filter peel method; and (iii) crystal structure analysis with
samples prepared by the labor-intensive and instrument-dependent centrifuge-on-ceramic
tile method.

Identification of clay minerals from oriented XRD patterns is often a perplexing task
for a new researcher in the field. Nearly all of the important clay minerals have peaks that
occur at relatively low diffraction angles (~2—17A) and, in striking contrast to non-clay
minerals, have broad reflections. These broad basal reflections are due to the thin nature of
the crystals and the fact that many clays are characterized by disordered crystal structures
and variations within the atomic layer stacking. Consequently, the XRD peaks are often
overlapping and frequently one mineral’s reflection can completely mask the reflections
from another. This dilemma is resolved by exploiting another important property of clay
minerals: swelling. Some clay types change theircrystal lattice dimensions by incorporating
various other molecules, thereby expanding or contracting the d spacing which gives rise
to the XRD response. Thus, through artificially manipulating the composition of the clays
by inserting or removing different molecules, the specific minerals in a mixture can be
identified. The two most common molecules used in routine clay mineral XRD work are
water and ethylene glycol.
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Table I summarizes the responses of the main clay mineral groups to various treatments
and Figure 4 provides a generalized analytical procedure. These procedures outlined below
are applicable for routine recognition and quantification of the major clay mineral groups.
Within most of the groups there are various subgroups and species that require more
elaborate XRD and chemical techniques not covered in this chapter. Brindley & Brown
(1980) and Thorez (1975) are excellent references that supply details about these more
advanced techniques.

It should be emphasized that the researcher must decide before starting the analytical
procedure what size fraction and/or mineral fraction is to be analyzed. Clay sized material
is defined as any sediment finerthan 2.0 zzm (or sometimes 3.9 yem; see Last, this volume)
whereas clay mineral material is defined as generally crystalline layer-lattice silicates
(phyllosilicates). Many non-clay minerals can be present within the clay sized fraction
and, conversely, clay minerals can often be present in the coarser-than-clay sized material
of the lacustrine sediment. There are different approaches for each of these components.
The following summarizes a general procedure foridentification and quantification ofclay
minerals within the clay sized fraction.

Samples are normally prepared and analyzed in batches. Twenty-four samples per batch
is convenient for the facilities in my laboratory, but this number must be determined
individually according to equipment type and availability. The following comments are
relative to mineralogical analyses conducted on a Philips Automated Powder Diffraction
System PW 1710 using monochromated CuKe radiation with Ni filtering generated at 40 k V
and 40 mA. Recommended scanning speed for clay mineral work is 0.6°2& per minute and
at 200 counts per second (cps), although these may vary as a function of material analyzed
and instrumentation. Other equipment settings are automatic variable divergence detector
slit, 1 second measurement constant, and 0.01°28 step size.

1. Disaggregation and crushing: If the sample is dry, disaggregate it with fingers or a
wooden mallet and crush it to a fine powder using an agate mortar. Alternatively, a standard
Waring-type blender may be used if available. Sieve the material through a 4¢t {62.5 gem)
sieve. If the sample is wet and uniformly fine grained, it may not be necessary to sieve, so go
directly to step 2. It is not necessary to weigh the sample or make volume determinations,
and it is undesirable to dry the sample. The amount of sample used depends largely on:
(1) amount of clay sized material and clay mineral matter in the sample; (ii) amount of
organic matter, amorphous material, and other non-clay materials in the sediment; and (iii)
number of slides to be made (see step 7). It is normal to have done loss-on-ignition (see
Boyle, this volume), particle size analysis (see Last, this volume), and bulk mineralogy on
the sample before doing clay mineralogy in order to better anticipate the pretreatment that
may be required. Generally the optimum size for normal Holocene clastic-rich lacustrine
sediment of moderate to low organic content is about 1 cm’ .

2. Removal of salts and organic matter: If the material is from a salt lake, it is advisable to
wash repeatedly in distilled water to dissolve and remove as much of the saline components
as possible. For most modern and Holocene offshore lake sediment, removal of organic
matter is necessary. This is most efficiently accomplished by repeated treatment with 30%
hydrogen peroxide {H2();). If the sample has relatively little organic matter, 10% H2();
can be used. In either case, the hydrogen peroxide should be added slowly to the sample
in sufficient quantity to cover the powder. The treatment must take place in a fume hood
with the operator wearing appropriate safety shield, gloves and attire. Highly organic-rich
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samples can react violently. After sitting overnight, check for completion of reaction by
adding a few more ml of Hy(; and repeat the treatment as necessary.

3. Ultrasonic disaggregation: Add a sufficient amount of dispersant solution (10%
sodium hexametaphosphate solution, or Calgon, is most commonly used; see Lewis &
McConchie, 1994, for a list of others) to bring the volume to about 50-100 ml (depending
on the size of the centrifuge to be used) and put the sample into an ultrasonic bath for 10
to 30 minutes.

4. Centrifugation: Immediately after ultrasonic treatment, fill a centrifuge tube with
the slurry and centrifuge at 1200 rpm (revolutions per minute) for 70 seconds. This will
sediment all material coarser than 2 gm (see Moore & Reynolds, 1997, and Jackson, 1969,
for other rpm/time combinations). Adjust the centrifuge speed and time according to Jackson
(1969) to obtain different size fractions as necessary.

5. Vacuum filtration: Carefully pour the liquid with the suspended clay particles into
a vacuum filter apparatus (such as provided by the Millipore Corporation; see Moore &
Reynolds, 1997) and filter through a 0.45 um glass filter. Normal samples usually take
about 5 to 15 minutes, but for very clay-rich or clay-lean samples, it may be necessary to
adjust the volume of liquid in order to get an acceptable amount on the filter.

6. Peel transfer: Once the slurry has been filtered, carefully separate the vacuum ap-
paratus, take off the filter, and transfer the clay film from the filter to a standard glass
petrographic slide. This is usually the most difficult task of the preparation procedure and
requires considerable practice. Refer to Reynolds & Moore (1997) and Drever (1973) for
hints and guidelines on making successful peel transfers.

7. Multiple slides: Normally it is sufficient to make only one oriented mount. However,
depending on the number of personnel in the laboratory and the timing of access to XRD
equipment, it may be efficient to make several slides of the same sample, with the differ-
ent slides being processed and irradiated with different treatments (i.e., one slide heated,
another slide glycolated, a third slide untreated). Let the slide(s) dry at room temperature.
Many of the expandable lattice clays react rapidly to ambient humidity conditions, so if
the laboratory normally experiences fluctuations in relative humidity, place the slide in
a desiccator until irradiated.

8. Untreated XRD scan: Irradiate the dry, untreated slide from 2°28 to 37°26 using a slow
scanning speed (0.6°2# per minute) and appropriate cps setting to generate a diffractogram
that clearly shows the peaks. This will require some trial and error.

9. Glycolated XRD scan: Place the slide in a bell jar or desiccator containing ethy-
lene glycol for at least 24 hours. Irradiate the glycolated slide using the same instrument
settings as above. If the samples are being prepared in batches, glycolated slides that are
awaiting XRD should be stored in the glycolator to avoid evaporation and collapse of the
expanded structure.

10. Heated XRD scan: Place the slide in a muffle furnace and heat at 500-550°C for
one hour. Allow to cool and irradiate the heated slide using the same instrument settings as
above. If the samples are being prepared in batches, heated slides that are awaiting XRD
should be stored in a desiccator to avoid rehydration.

11. Interpretation: The following qualitative and semi-quantitative evaluation is useful
for routine clay mineral analysis and has been adopted and modified from many literature
sources. Use Brown & Brindley (1980) and Thorez (1975) to refine the analyses if more
detail is required.
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Illite is apoorly defined term referring to a group of mica-like clay minerals of indefinite
structure (Grim, 1968).The illite group is defined on the diffractograms by a sharp peak
at ~10A (8.8°20) that is not affected by glycolation or heating. Broad secondary peaks
at SA (17.7°2¢) and 33 A (26.7°26) can also be used if the sample is low in quartz. The
expandable clay mineral group, which includes smectite, vermiculite, expanding chlorites
and various mixed-layer species, is identified on the basis of its expanding lattice. When
dry it has a d spacing of about 12.5A (7.05°20). After glycolation, the material expands
to a peak at about 17 A (3.192#). The position of this peak is variable depending on the
exact composition of the expandable lattice material. However, heating will cause a shift
in the peak position from 17 A to 10A. The shapes of these peaks on the glycolated and
heated traces can be used to qualitatively determine the presence and type of mixed-layer
clays in the overall expandable group as outlined by Thorez (1975). Similarly, the degree
of crystallinity of the material making up the expandable lattice group can be approximated
by examining the ratio of the height of the 17 A peak on the glycolated trace to the ‘depth’
of the valley on the low angle side of the peak (peak:valley ratio; Biscaye, 1965). The closer
this ratio is to one, the better the crystallinity of the material. The kaolinite and chlorite
groups are identified by their combined, overlapping reflection at 7 A (12.4°28) from the
glycolated slide. These two components are separated on the basis of the relative difference
in peak areas of the 7 A peak after glycolation and heating. Kaolinite becomes amorphous
after heating, thus the difference in areas (i.e., glycolated minus heated) of the 7 A peaks
will give the proportion of the two minerals. The presence or absence of chlorite can also
be confirmed by the 14 A (6.3°2¢}y and 3.5 A (25.2°20)) peaks (see Biscaye, 1964).

12. Calculation procedures: Semi-quantitative calculations of the relative abundances
of the major clay mineral groups are made using the weighted peak area method of Johns
et al. (1954):

X
9% expuandable 1 lay mineral g = |— | 106, 2
& expandable layer clay mineral group Xire Z)] {2)

[ Y
% kaolinite + chlorite mineral groups = | —————— 1 - 100, 3
= kaolinite + chlorite mineral groups Xiv+ Z)] (3)
“ illite mineral grov [ ‘ 100 {4)

E al pr = J—— .
SR = XYY+ D
where

= (arca of 10A peak on glycolated race) — (arca of 10A on heated trace),  (5)
Y = 2. (area of 7A peak on glycolated trace), (6)
7 = 4. (arca of 10A peak on glycolated trace). {7}

If it is desirable to separate the percentage of kaolinite and chlorite groups, this can be
done by determining the ratio of peak intensities of the 3.5 A couplet as outline by Biscaye
(1965) or by using the difference in peak areas of the 7 A peak from the glycolated and
heated traces.

The above semi-quantitative method is in common use in much of western Canada
and north-central United States, but there are numerous other weighting schemes available
that are just as commonly used. For example, Schultz (1964) uses a weighting factor of
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4.5 on the illite (10A) peak and 0.25 for the kaolinite + chlorite (7 A) peak; Hathaway &
Carroll suggest using a factor of 5 on the 7 A intensity; Pierce & Siegal (1969) propose
factors of 3 for the 10A and 2 for the 7 A peaks. In addition, other semi-quantitative
methods have been proposed (e.g., Moore & Reynolds, 1997; Bish, 1994; Hughes et al.,
1994; Carroll, 1970) that use internal or external standards in a manner similar to the
techniques used for unoriented samples (see below). However, the lack of pure clay mineral
standards and significant variations in XRD patterns caused by changes in hydration state,
mounting technique and degree of preferred orientation, and mineral crystallinity curtail the
application of this standards approach. Finally, as emphasized by Hardy & Tucker (1988) all
of these semi-quantitative methods suffer from the disadvantage that the mineral quantities
are normalized to 100%. In other words, a change or error in one mineral abundance affects
all the others.

Quantification Issues

Raw X-ray diffraction data, either digital or acquired on a strip recorder, are used make
mineral identifications as summarized above. Whole sample data collected from random
powder mounts are compared to patterns of known minerals either manually or using a
computer search-match program such as pPDSM (Marquart, 1986). Because each com-
ponent in a mixture of crystalline materials produces its own characteristic pattern that is
independent of others, the identification process becomes one of simply unscrambling the
superposed patterns.

Frequently, these qualitative results are summarized in publications with semi-quantita-
tive qualifiers, such as “abundant”, “minor”, and “trace” on the basis of the relative inten-
sities of the peaks. Intuitively, one would expect the intensity of the diffraction peak from
a particular mineral to be simply related to that mineral’s abundance. However, it has long
been recognized that this relationship is not straightforward. In a mixture of minerals, the
peak geometry is affected by not only the relative and absolute abundance of the particular
mineral and its crystallinity, but also by the X-ray absorption characteristics (termed the
mass absorption coefficient) and particle size of the other minerals, and the amount of
amorphous material in the sample. The end result is that the intensity relations among
peaks for a multicomponent mixture can be very complicated.

Many methods have been developed to quantitatively assess the mineralogy of a sample
based on X-ray diffraction data from arandom mount (see overviews in Reynolds & Moore,
1997; Bish, 1994; Snyder & Bish, 1989; Bish & Chipera, 1988; Brindley, 1980), however,
only a few of these are in common use in sedimentary and paleolimnological research. One
of the most often used approaches, the internal standard calibration method, is to derive
peak intensity weightings for each mineral based on a series of separate calibration XRD
responses from mixtures of known quantities of the minerals (e.g., Cook et al., 1975; Klug
& Alexander, 1974; Schultz, 1964). The calibration standards are done using minerals found
within the same geologic province and, as much as possible, having similar crystallinity and
size characteristics as the material in the unknown sample. Because quartz is ubiquitous in
most lacustrine bulk sediment samples, it is common practice to use 50:50 ratios of each
mineral and quartz for the calibration standards, although more mixtures of different ratios
(e.g., 25:75, 50:50, 75:25) will clearly lead to better statistical relationships as the minerals
in the unknown deviate from a 50 : 50 mixture (Fisher & Underwood, 1995). As pointed
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out by Cook et al. (1975), the resulting values need to be normalized to 100% and are, thus,
estimates of relative percentages.

A technique similar to the internal standard calibration method involves adding a known
amount of an easily recognized foreign material that would likely not otherwise be in the
sample, such as corundum (AlzO3z} or fluorite {CaF-). The abundance weighting factors for
each mineral are then determined on the basis of a series of calibration mixtures with this
spiked external standard (Fisher & Underwood, 1995; Heath & Pisias, 1979; Moore, 1968;
Lennox, 1957). The external standard method is particularly useful for situations in which
quartz or another internal standard cannot be used because of absence or low abundance.

The disadvantage of these internal and external standard calibration techniques is that
determination of the weighting factors is quite tedious and must be re-done for each geo-
graphic and/or geological region in which the researcher is working. In an effort to improve
this quantification method and make it more universally applicable, Chung (1974a, 1974b)
proposed a simpler technique referred to as the matrix flushing method. As mentioned above,
the XRD peak intensity is related to the abundance of a mineral in a complex manner. Klug
& Alexander (1974) show that the intensity of diffracted X-rays of a mineral in a mixture
({;) is a function of that mineral’s concentration (W;) and density (o), the average mass
attenuation coefficient of the mixture and of the mineral (i.e., attenuation coefficients; p*
and 4, ) and a constant (K} that depends on the geometry of the diffractometer, wavelength
of the incident radiation, and various crystal structure indices, according to:

(W, /o)
=K — %
Z{p, - W) ®
or W
/= K- { 1f‘7|}l ()

*«

Unfortunately, most 4, values have not been measured and g¢* is unknown for any given
mixture. Hence, W, cannot be calculated from f;. However, as first pointed out by Chung
(1974a), the matrix absorption effect can be eliminated by calculating a ratio:

h_ w-r(ﬁ). (10)
Iy e

where /, is the intensity of an internal standard. The JCPDS powder diffraction file (PDF)
already publishes fi/f values for each mineral using synthetic corundum as the standard
(i.e., 1,/1.). So the two unknown mass attenuation coefficients (matrix effect) cancel in the
ratio and the weight fraction of the mineral becomes:

W | e ] [i} an
'_-[Uaﬂcl el

where W, is the concentration of the corundum standard. Once all the minerals in the sample
have been identified, W, also cancels and the equation simplifies to:

_|{ Ui/ by l
w]_[( I )'(ux,f:c)ﬂ ' (12)

where [, is the peak intensity for each mineral in the mixture (Chung, 1974b).
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As emphasized by Bish (1994) and Snyder & Bish (1989), Chung’s matrix flushing
method cannot be used if there are any unidentified mineral phases in the mixture. Fur-
thermore, the technique assumes that all the material in the sample has the same degree of
crystallinity, the same chemical composition, and the same mass absorption characteristics
as the PDF reference material, and that sample preparation and degree of random orientation
are compatible with that of the JCPDS samples. These can be significant factors that prohibit
routine use of the matrix flushing technique, particularly when dealing with minerals that
exhibit extensive solid solution (e.g., many carbonate and sulfate minerals) and various
levels of ordering (e.g., calcite, dolomite, magnesite). Despite these caveats, the technique
does have the significant advantage of eliminating the need for calibration curves in that
all qualitative and quantitative data on a sample can be acquired from a single XRD scan.

Light microscopy
Introduction

Optical microscopic methods are among the oldest and most straightforward techniques
to analyze the minerals in a sediment or rock sample. The primary tool, a petrographic
microscope, allows easy and rapid identification of any minerals through which light can
pass. The petrographic microscope is similar to an ordinary compound microscope except
that it has arevolving, graduated circular stage, a light polarizing device below the stage, and
another polarizer above the objective lens. Thus, light from a substage source is polarized
before it reaches the sample and the operator can view the sample in either plane-polarized
light (PPL) or crossed-polarized light (CPL). In addition, a supplementary lens that can be
used for detecting and viewing interference figures, a Bertrand lens, can be inserted in the
microscope tube between the upper polarizer and the eyepiece.

With this basic equipment an investigator can identify and quantify mineral components
in a thin section (TS) or grain mount by systematic examination of key optical properties
(e.g., refractive index, birefringence, optic angle and sign) and morphological and physical
characteristics (Table IV). Although the mineral suite of a lake deposit can be complex as
noted above, there are many well-illustrated publications available to assist investigators
who have relatively little formal petrographic training (e.g., Adams & MacKenzie, 1998;
MacKenzie & Adams, 1993; Adams et al., 1987; Lindholm, 1987;Matzko, 1984; Scholle,
1979; 1978)

Sample preparation

Because most Quaternary lake sediment samples are only poorly consolidated at best,
vacuum embedding in a polyester resin or impregnation in epoxy is usually necessary
before thin sections can be prepared. Details of these procedures and descriptions of the
equipment required are given in Miller (1988a), Cady et al. (1986), Murphy (1986), Jim
(1985), Ashley (1973), Innes & Pluth (1970), and Bouma (1968). Because of their low
permeability and high water content, fine grained sediments are particularly difficult to
work with and impregnation techniques often require lengthy diffusion and curing times
(Allman & Lawrence, 1972; Stanley, 1971). In addition to artificially cementing single
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Tabde 1Y, Checklist Tor rpid systenmatic petrographic microscopie examination of thin
sections (moditied from Milner, 19624, and Walstrom, 1960),

With transmitted light:
Transparency, translucency or opacity
Colour
Crystal habit: presence or absence of crystal faces; evidence of crystallization
Shape and size
Cleavage. partings, fractures
Surface features: degree of pitting, intergrowths, overgrowths, abrasion
Inclusions
Refractive index
With transmitied plane-polarized light:
Pleochroism: presence or absence; weak or strong; colour

With transmitted crossed-polarized light:
Isotropic or anisotropic
Birefringence
Extinction: straight or oblique; if oblique: angle

Interference colours and order

With transmitted crossed-polarized light and Bertrand lens:
Interference figure: uniaxial or biaxial
Optic sign
Optic axial angle

Dispersion of optic axes

samples, it is also common to embed entire cores or sections of cores in resin (Kemp et al,
this volume; Pike & Kemp, 1996; Stanley, 1971; Bouma, 1968), from which multiple thin
sections can be cut and examined not only for mineralogy but also sedimentary structures,
textures and fabrics. In the case of relatively coarse unconsolidated material in which the
fabric of the sediment is not of interest or if the investigator is examining size or density
fractionated components of a deposit, it is advantageous to mount loose grains (Miiller,
1967; Tickell, 1965). A full treatment of these preparation techniques is given in Lewis &
McConchie (1994), Lewis (1984) and Stanley (1971).

Once the lake sediment sample has been impregnated (if necessary) or a grain mount
prepared and an adequate thin section cut, it is common to apply various stains to assist
the investigator in recognizing certain minerals. Chemical stains, often used in conjunction
with acid etching, are available for a variety of commonly occurring sedimentary minerals,
as reviewed in Lewis & McConchie (1994), Miller (1988a), Hutchinson (1974), Allman
& Lawrence (1972), Friedman (1971), and Reid (1969) (see Fig. 5). For example, calcite
and dolomite, two very common carbonate minerals in lake sediments, can be difficult
to distinguish on the basis of their optical properties alone. However, application of a
solution of Alizarin red S will preferentially stain the calcite red and leave the dolomite
unaltered. Similar chemical stains exist for aragonite, ferroan calcite and dolomite, Mg-
calcite, magnesite, gypsum, plagioclase, K-feldspars, kaolinite, illite, and smectite.
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Figure 5. Thin section staining.

Reflected light and luminescence microscopy

The use of reflected light microscopy is relatively rare in paleolimnological studies be-
cause most microscopic investigations to date have concentrated on nonopaque minerals.
However, there are a number of potentially important avenues of investigation that can
be exploited through the application of reflected light techniques. Although not strictly a
mineralogical investigation, the petrology of organic matter in sediments depends mainly
on the use of reflected light microscopy (see Bustin et al., 1983; Staplin et al., 1982; Brooks,
1981; Cook & Kantsler, 1980; Durand, 1980). Study of the heavy mineral fraction (i.e.,
minerals with specific gravity of greater than 2.85) of sands and sandstones, which is usually
dominated by opaque minerals, has provided basin analysts with considerable insight into
the provenance, weathering and dispersal characteristics, and tectonic history of sedimen-
tary deposits (e.g., Basu & Molinaroli, 1989; Pettijohn et al., 1987; Pettijohn. 1975; van
Andel & Pool, 1960). Friedman et al. (1992), Peckett (1992), Lindholm (1987) and Milner
(1962b) provide details on the sample preparation techniques and optical characteristics of
these opaque detrital components.

The use of luminescence to supplement transmitted and reflected light microscopy has
now become routine in TS petrographic work. Luminescence refers to the emission of light
from a solid in response to bombardment by some form of energy. For example, ultraviolet
(UV) luminescence, which occurs when a substance absorbs either visible or ultraviolet
light, has been used in organic petrological studies for many years (Cook, 1980; Alpern,
1980) and holds considerable promise in helping understand complex carbonate mineral
fabrics and cement neoformation (Dravis & Yurewicz, 1985). Cathodoluminescence (CL)
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results from excitation by electrons and has a wide variety of applications in sedimentary
petrography as reviewed by Lewis & McConchie (1994), Barker & Kopp (1991), Marshall
(1988), and Walker (1985). Although the CL technique has only recently been applied to
paleolimnological investigations (e.g., Mather, 1999; Nobel et al., 1996; Mazzoleni et al.,
1995) and much still remains to be done in terms of understanding the actual causes of CL
in minerals, Miller (1988b) maintains that it is one of the most important developments in
sedimentary petrography since the 1960’s.

Quantification issues

A major concern for all TS based petrographic and mineralogical research is quantification.
Once the minerals have been identified, it is desirable to estimate the proportions of each
component. Various percentage estimation comparison charts are available that allow the
investigator to very rapidly assess approximate proportions of readily identifiable grains
with reasonable precision (e.g., Drees & Ransom, 1994; Harwood, 1988; Folk et al., 1970;
Terry & Chilingar, 1955). However, usually more quantitative approaches are applied.
The traditional methods involve either (i) making repeated linear traverses across the
slide and enumerating the mineralogy of all individual grains encountered at the cross-
hairs (line method), giving a number frequency estimate; (ii) tabulating the mineralogy
of all the grains encountered in a given area of the slide (ribbon or area method), which
provides an estimate of the number percent; or (iii) counting all the individuals intersected
at equadistant points on a grid (grid or Glagolev-Chayes method), giving an estimate of the
area percent (Galehouse, 1971). These techniques work well with coarse grained and well
sorted sediments but become less reliable as the proportion of finer particles (silt and clay)
increases, as the particle shapes become less equant, and as the sorting decreases (Drees &
Ransom, 1994; Solomon, 1963; Chayes, 1956a, b).

In order to achieve reasonable statistical significance, most authorities recommend
counting about 300 to 500 points or grains on a slide. The probable error of the resulting
percent of individual components (at 95% confidence) can be calculated by:

{5
E:z.[_“)'“%}. :ﬂ] (13)

where E is the probable error in percent; N is the total number of points or grains counted;
and P is the percentage of the particular component (Galehouse, 1971). For example, if
100 grains are counted and 10 of them are dolomite, then the chances are 19 out of 20
that the real percentage of dolomite in the sample is 10 + 6% or between 4% and 16%,
whereas if 500 grains were counted and 50 of them were dolomite, the real percentage (at
95% confidence) would be between 7.3% and 12.7%.

Point counting has been the standard procedure for mineral quantification in TS based
petrography for most of the 20" century. Although various supplementary devices, such
as both manual and automated graduated mechanical stages, integrated eyepieces, and
automated counters, greatly facilitate the speed with which a petrographercananalyzeathin
section (Galehouse, 1971; Griffiths, 1967), it was not until the widespread use of personal
computers and the availability of inexpensive image analysis (IA) software packages that
speed, accuracy, and precision increased significantly (Russ, 1990; Petruk, 1989; Meek
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& Elder; 1977). Russ (1999), Drees & Ransom (1994) and Jones (1987; 1977) discuss
the theory, equipment, and application of IA systems in petrographic and mineralogical
analysis. These new computer assisted techniques are much faster than manual methods
and produce more accurate and unbiased results, particularly in sediments with relatively
simple mineralogies. However, the analytical systems still depend heavily on the expertise
of the investigator to properly recognize and differentiate the mineral species and to assign
the minerals to specific computer-measured classes (Drees & Ransom, 1994; Amstutz &
Giger, 1971). The petrographer must also compensate for slight variations in slide thickness
and other artefacts, such as air bubbles and scratches within the petrographic slide.

Advantages and disadvantages

Optical microscopy has been the mainstay of sedimentary petrographers and mineralogists
since Sorby published the first sediment thin section descriptions in the mid-nineteenth
century (Sorby, 1851). Although many refinements have been adopted, the basic techniques
of mineral identification and quantification have changed little in the past seventy-five years.
The chief advantages of optical microscopy are that it requires relatively little equipment,
and that the investigator can not only decipher the minerals present and their relative
abundances but also examine the fabric, microstructures, size, and surface features of the
particles, thereby providing an enhanced understanding of the genesis and diagenesis of
the sedimentary deposit.

However, there are also many shortcomings inherent in routine application of optical
microscopy to paleolimnology. Sediments in general and Quaternary lacustrine deposits,
in particular, often have a much greater mineral diversity than do igneous and metamorphic
rocks or other sedimentary deposits. This great diversity can make TS examination of
lacustrine sediment an arduous task for a new inexperienced researcher. Paleoenviron-
mentally important minerals that may occur in relatively small proportions can be easily
overlooked or misidentified. Many commonly occurring minerals in lake sediments have
similar optical properties and, because paleolimnologists are often dealing with detrital
particles, crystal habit cannot be used to help distinguish them. Fine grained sediments,
which dominate the offshore stratigraphic records of most lakes, are difficult to prepare
and examine optically; medium to fine silt and clay-sized material (i.e., sediment finer
than ~30;im) is almost impossible to resolve in routine petrographic analysis of normal
thin sections. Quantification of the mineral assemblage of poorly sorted sediments presents
many practical and interpretive problems. Although recent application of computer-assisted
IA techniques have significantly improved the speed and reproducibility of mineral quan-
tification, thin section analysis still represents a relatively large investment of time by a
well trained and experienced professional.

Future developments

Because knowledge of the mineralogical composition of a lacustrine deposit is fundamental
to understanding the history of the lake and the evolution of the lake’s drainage basin and
water systems, paleolimnologists will continue to have a strong interest in the nature and
amount of inorganic crystalline materials making up their samples. The minerals (together
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with texture and structures) are the basic components of a sedimentary deposit that need
to be examined and quantified if only to properly describe the material. The generally
fine particle size of the sediment with which most paleolimnologists work dictates that
X-ray diffraction will probably remain the method of choice for both qualitative and
quantitative analyses. However, as we continue to explore the more ancient lacustrine
stratigraphic records of the world (e.g., Gierlowski-Kordesch & Kelts, 1994, 2000), and,
in particular, as the economic potential of these pre-Quaternary lakes is realized (Katz,
2001), optical microscopy, combined with other petrographic and spectroscopic tools will
increase in prominence.

Both optical microscopy and XRD are traditional methods for sedimentary petrogra-
phers. Both sets of techniques have been refined greatly over the past half century such
that application of the methods is now routine and straightforward. Like many methods
involving quantification, the quantitative assessment of minerals in a sample is, at present a
rather tedious and labor intensive pursuit, and subject to a number of technical and practical
problems. These quantification techniques will likely benefit from continued advances in
image analysis methods (for TS petrography) and more streamlined numerical and com-
puterized XRD data handling techniques (e.g., full-pattern fitting methods; Bish, 1994).
Although new geochemical techniques and instruments will continue to fuel advances in
our understanding of lake sediments from an elemental and molecular perspective, XRD
and optical methods will remain at the forefront of mineralogical research and analysis for
some time.

However, the most important advances to be made over the next decade involve not so
much how paleolimnologists identify and quantify the minerals, but rather how conceptually
these data are applied to helping understand the history of the lake. Tremendous advances
in our understanding of the genesis and diagenesis of minerals in lakes have been made in
the last decade or so of the 20 century and this will no doubt continue well into the new
millennium. With this enhanced understanding of how and why a mineral forms and changes
comes the potential for quantitative assessment of the history of the lake. Many aspects
of paleolimnology are already impressively quantitative. One only has to read Stoermer
& Smol (1999) or Birks (1998) to appreciate the rich detail and wealth of quantitative
information with which the biological side of paleolimnology can decipher lake histories.
The transition from descriptive to quantitative interpretation has been somewhat slower
within the mineralogical realm, but important recent advances have been made and there
is every indication that this will continue into the future.

Summary

This chapter has emphasized two of the most commonly used methods of mineralogical
assessment of lake sediments: X-ray diffraction and optical petrography. The choice of
methods is largely controlled by the nature of the sediment and the objective of the research.
Optical mineralogy can provide the investigator with not only qualitative and quantitative
mineralogical data but also key petrographic information, such as depositional and di-
agenetic fabrics and textures. However, direct petrographic examination of fine grained
sediments is very difficult. X-ray diffraction techniques, in contrast, provide a relatively
fast and inexpensive means of quantitatively assessing the mineral assemblage of fine
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grained deposits, which are often the target for paleolimnologists, but supply no clues as
to the origin or alteration of the minerals present.

Bulk or whole sample mineralogy is done by collecting X-ray diffraction data from
a random powder mount. Pretreatment procedures must be kept to a minimum but the
sediment to be X-rayed must be reduced to a fine powder that is relatively free of organic
matter and amorphous material. The powder must be applied to the holder or slide in
such a way as to present a smooth, even, parallel surface upon which the incident X-ray
beam can interact. Clay minerals represent a special problem because they are so small and
usually do not exhibit a usable XRD response from a random powder mount. Consequently,
clays are best analyzed by preparing and irradiating a powder mount in which the particles
have achieved maximum preferred orientation. However, various technical problems arise
due to inherent particle size and mineral segregation when attempting to prepare oriented
mounts. These problems have resulted in a wide variety of different mounting techniques
in use. Quantification techniques for XRD data are complicated because the intensity of
the peaks on the diffraction pattern is not directly related to the abundance of the mineral
in a mixture. Thus, a system of standards and calibration mixtures must be prepared.
Alternatively, if all the minerals in a sample are known and the researcher is confident that
the crystallinity and stoichiometry of the minerals in the sample is similar to that used by
published reference standards, then a matrix flushing method may be used which greatly
simplifies the quantification process.

Optical mineralogy is a straightforward microscopic technique in which the optical
characteristics of the grains are used to identify the minerals. Various supplementary de-
vices and techniques, such as use of luminescence characteristics and staining for specific
minerals, can greatly assist the petrographer in identification of the minerals present in a
thin section. Like XRD, quantification techniques, if done to achieve a statistically valid
estimate of the mineral assemblage, are time consuming and labor intensive.
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Introduction

Fluid inclusions are fluid-filled vacuoles within crystals. Fluid inclusions occur in min-
erals formed in a wide variety of geologic settings including lacustrine environments.
Although the first recorded observations of fluid inclusions were made over a century ago
(Sorby, 1858), only in the last ten years have paleolimnologists begun to exploit fluid
inclusions in ancient lake deposits (Attia et al., 1995; Benison & Goldstein, 1999; Benison
et al, 1998; Li et al, 1996; Lowenstein & Spencer, 1990; Lowenstein et al, 1998; Lowenstein
et al, 1994; Roberts & Spencer, 1995; Roberts et al, 1997; Yang et al, 1995a, 1995b). Fluid
inclusions can be formed either during or after crystal growth, and they may remain in an
undamaged state as closed systems, in equilibrium with their surrounding host mineral,
for millions of years. Fluid inclusions trapped during crystal growth are named primary
inclusions. As a crystal precipitates in water there are surface irregularities or imperfections
produced by differences in the growth rate of the crystal surface or by etching of the crystal
surface (Fig. 1). These imperfections are enclosed during the growth of the crystal surface
trapping the ambient water. Chemical sediments formed in lacustrine environments may
contain abundant primary fluid inclusions that are important in paleolimnological studies
because these aqueous inclusions record the temperatures at which the crystals formed
and the chemical compositions of the ambient waters from which the lacustrine minerals
precipitated. Secondary fluid inclusions are formed following crystal growth by healing
of fluid-filled microfractures (Roedder, 1984; Goldstein & Reynolds, 1994). Secondary
fluid inclusions provide information on deformation processes or burial conditions and are
therefore of subordinate importance in paleolimnologic studies.

Fluid inclusions in lake deposits occur in chemical sediments (carbonates, sulfates,
chlorides) which most commonly form in arid, closed-basin settings. Chemical sediments
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Fignre §. Sketches iHustrating trapping of primary fuid inclusions. A Relatively siow growthol crystal face conter
produces timperfections that are closed-off as tuid inclusions during later crystal growth, 3. Rapid crystal growth
may produce surface irregularities that wrap fluid during subsequent erystal growth. €. Dissofutional etching of
crystal surface may produce an irregular surface along which Quid melusions may be trapped following renewed
crystal prowth. D, Crack imperfections nay head and trap fluid inclusions, E. Foreign materiads on crystal growth
sirfaces, sueh as mineraly and organic paticles, may interfere with crystal growth, and (orm cavities that become
Auid inclusions follawing crystal growth, (From Goldstein & Reynolds, 1994, Fig. 2.3, p. 7).

typically form in interior closed-basin drainage systems with climates that have evaporation
rates sufficient to concentrate inflow waters. There are many such locations throughout the
world including the U.S. Basin and Range, the Great Plains of western Canada, the central
Andes of South America, western and southern Australia, and vast areas of central Asia and
northern Africa. Chemical sediments, in turn, must be composed of relatively large crystals
(>~1 mm) in order to clearly observe fluid inclusions under a petrographic microscope.
In addition, the fluid inclusions must be large enough (at least ~ 1 gm) in order to use
them for the various analyses described below. Such crystal size and fluid inclusion size
requirements limit the types of lacustrine sediments that may be used for fluid inclusion
studies. Although carbonate minerals are by far the most common lacustrine chemical
sediments, the normally small size of calcite crystals and other carbonate minerals within
lacustrine settings have so far precluded fluid inclusion studies. Virtually all studies of fluid
inclusions in lake sediments have been done on gypsum and halite. Minerals that meet the
crystal size requirements for fluid inclusion research, but which have not yet been stud-
ied include sulfate minerals (bloedite-Na; SOy - MgSOy - 4H20, epsomite-MgSQ, - THL0,
mirabilite-Na28Q4 - 10H20) and sylvite (KC1).

Aqueous fluid inclusions in lacustrine minerals are potential indicators of paleotemper-
atures, paleochemistries, and paleoenvironments. Recent studies of fluid inclusions have
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determined the temperatures of crystal growth in ancient saline lakes and the major and
minor element and isotopic composition of paleolake waters (Attia et al., 1995; Benison
& Goldstein, 1999; Benison et al, 1998; Li et al, 1996; Lowenstein & Spencer, 1990;
Lowenstein et al, 1998; Lowenstein et al, 1994; Roberts & Spencer, 1995; Roberts et al,
1997; Yang et al, 1995a, 1995b). This chapter is a progress report on the techniques being
developed for research on fluid inclusions in lake deposits.

Distinguishing primary from secondary features in chemical sediments

Before beginning any study of fluid inclusions in lake sediments, it is necessary to distin-
guish the minerals, textures, and structures of sedimentary origin from those formed during
burial alteration processes. Many of these features are best observed in large format thin
sections using a low magnification binocular microscope. Thin sections should be specially
prepared without heating or dissolving samples. Although soluble chemical sediments can
be cut and polished with ordinary trim saws and thin sectioning equipment using non-
aqueous lubricants, diamond wire saws (Laser Technology West Limited, Colorado Springs,
Colorado, USA) are relatively inexpensive and ideal for cutting flat thin section surfaces
without heating or damaging delicate samples.

Hardie et al. (19895, p. 12) separated chemical sediments (minerals, mineral assemblages,
textures, fabrics) by their timing of formation into three types: 1. Syndepositional, defined as
“formed at the time of deposition of a sedimentation unit or deposited in its existing form”,
2. Post-depositional (but pre-burial), defined as “formed diagenetically soon after deposi-
tion by processes controlled by the existing depositional environment”, and 3. Post-burial
defined as “formed by late diagenetic or metamorphic-metasomatic processes controlled
by the subsurface burial environment”. Syndepositional minerals are the only type that
might contain paleoenvironmental information and therefore should be the focus of any
paleolacustrine fluid-inclusion study. There are several types of sedimentary structures that
can be used to identify syndepositional chemical sediments. Detrital framework textures,
especially the settle-out accumulations of surface nucleated gypsum plates and for halite,
pyramidal hopper crystals, linked rafts, and cubes (collectively termed “cumulates”), are
well documented in modern and ancient evaporite deposits (Fig. 2) (Neev & Emery, 1967,
Last, 1984; Lowenstein & Hardie, 1985; Smoot & Lowenstein, 1991; Li et al., 1996;
Schubel & Lowenstein, 1997). These crystals accumulate at the bottom of a lake in layers
of loosely packed crystals. Mechanical sedimentary structures can be formed by loose grains
of chemical precipitates (i.e., ripple marks and cross stratification composed of gypsum,
mirabilite, and halite; Neev & Emery, 1967; Last, 1984; Hardie et al., 1985). Even more
common in lacustrine evaporite deposits are crystalline framework crusts, formed by in situ
open space growth on the floors of saline lakes. Characteristic features of bottom-growth
crystallineframeworksinclude vertically-oriented, vertically-elongated, upward-widening
crystals formed on a common substrate (Fig. 3). Vertically-oriented gypsum crystals, termed
selenite (Hardie & Eugster, 1971; Warren, 1982; Attia et al., 1995) and vertical halite
“chevrons”, along with crusts composed of trona (Eugster, 1970, 1980), mirabilite, epsomite
and bloedite (Last, 1984), have been widely reported from modern and ancient closed-
basin lake deposits. Lacustrine crystalline frameworks in particular are important to fluid
inclusion studies because the constituent crystals are commonly large (several millimeters
to several centimeters) with abundant fluid inclusions.
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Figure 2. A, Photomicrograph of cumulate crystals of gypsum (25 x 35 um fat hexagonal plates) and tiny
aragonite needles coltected inu sediment iap at a depth of 68 m, Dead Sea, Tordan and lsract. (From Neev & Emery,
1967, Fig. 46, p. 89). B. Thin section photograph of a eross-section of a haiite surface crust, Szlina Omotepee,
Baja California, Mexico, showing cumulate halite crystals as flattened rectangular- and square-shaped plates and
laterally-linked rafts. These crystals nucleated and grew at the surfuce and then sank to form a horizemally-onented,
grain supported framework. Hatite crystals are clouded with fluid inclusion bands. Dark gray sreas are void
spaces. Scale bar is 2mm. (From Lowenstein & Hardie, 1985, Fig. |1, p. 635). C, Thin section photograph of
randomly-oriented cumulate halite cubes, Permian Salado Formation, New Mexico. Dark clots and bands in the
casres of halite cubes are Quid inclusions. Seale bar is 2.5 mm. (From Hardie et al., 1985, Fig. 2, p. 15},

Layered chemical sediments may contain a variety of dissolution features produced by
contact with undersaturated waters such as rounded or truncated crystal surfaces, rounded
dissolution cavities, and vertically-oriented dissolution pipes (Fig. 3D and 3E). The fre-
quency and nature of these syndepositional dissolution features may be used to distinguish
perennial saline lake deposits from saline pan (ephemeral lake) sediments (Li et al., 1996;
Schubel & Lowenstein, 1997). In very shallow water (centimeters deep) to subaerially-
exposed environments, layered halite crusts have little to no protection from incoming
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Frenre 3. A Vertically-oriented gypsum “selemte” interbedded with laminated gypsum from the Upper Miocene
Solfitera Series, Sicidy. Pencil for scale. (From Hardie & Eugster, 1971, Fig. 21, p. 212 B Thinsection photograph
showing competitively-grown halile cheveons with (Tuid inclusion bands, typical of halite fonmed at the boom of
a shaliow saling lake. Dark bandled parts of chevrons contain a multitude of tiny Buid inclusions, uapped durmg
crystal growth. Death Valley, Calitomnia, borehole core, depth of 83 mi. Horizontal field of view is 20mm. C, Thin
section photograph of modern halite crust, Saline Omotepec. Baja California, Mexico showing altermating layers
of coarsely ceystailine vertically orfented chevrons that grew upward Srom the saline lake bottom and fine-grained
cumulates of halite (sunken raits, plates, hopper cubes). Note Auid inclusion bands in halite chevrons that can
be traced stratigraphically across crystal boundaries from one crystal to the next. Dark gray arcas are void
spaces. Chevron erystaly are 10 to 20 mn in stze (From Lowenstein & Haedie, 1985, Fig. 12, po 6331 D, Thin
section photograph of halie crust, Salina Omotepec. Baja California, Mexico, showing Huid inclusion-banded
chevron halite partly truncated by dissolution cavites {arrow), ¥V indicates dissolution voud. Scale bar 15 2 mm
{From Lowenstein & Hardie, 1985, Fig. 2. p. 631} E. Thin section phinograph of saline pan halite with venical
dissolution pipes, Death Valley, California, borehole core, depth of 40.5 m. Vertical pipes are lined with mud
{dark) along walls and cemented with clear halite, Virtally no primary chevron halite framework is preserved
because of the pervasive syndeposiional recycling of surfuace crusts that occurs in normally subaerially-exposed
saline pan envirenments. Horizontal ficld of view is 3 mo. iFrom Li et ab., 1996, Fig. 10, p. 193)
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dilute surface waters. These dilute waters produce unique dissolution surfaces and cavities
leaving only sparse “patchy” preservation of primary mineral textures (Fig. 3D and 3E). In
contrast, the dense brine of perennial saline lakes acts as a protective barrier between the
primary sedimentary minerals of the lake bottom and the incoming dilute surface waters.
Crystalline frameworks, cumulates and other chemical sediments that exhibit little to no
evidence of syndepositional dissolution are characteristic of these perennial lake systems
(Fig. 3A and 3B).

Salts precipitate from saline groundwaters in evaporative environments either as ce-
ments or displacively grown crystals. The cements are typically crystal overgrowths or
cavity fillings and the displacively-grown minerals are typically large euhedral crystals,
nodules or fine crystals. It is commonly difficult to interpret from petrographic study
whether these diagenetically-formed saline minerals are syndepositional and formed by
processes controlled by the surface environment or secondary and deeper burial in origin.
A more complete description of these features, as well as criteria for recognizing post-burial
alteration (features that deform, disrupt, or completely destroy depositional textures and
fabrics) is given in Hardie et al. (1985) and Smoot & Lowenstein (1991).

Fluid inclusions in ancient chemical sediments

Fluid inclusions in primary gypsum crystals have been described by Sabouraud-Rosset
(1969, 1972, 1974, 1976), Attia et al. (1995), and Petrichenko et al. (1997). Thin sections
or cleavage fragments (especially the perfect {010} cleavage plane) may be used for pre-
liminary petrographic studies of fluid inclusions in gypsum. Primary aqueous inclusions are
single phase (water) and arranged in rows parallel to the growth direction of the host gypsum
crystal. Inclusions are commonly tapered in the direction of crystal growth; inclusions in
two dimensions are triangular, five-sided, horn-shaped, trapezoidal, or negative crystals
(Fig. 4). Primary fluid inclusions in bottom-growth gypsum are located along crystal growth
bands and are commonly found in association with parallel zones of solid inclusions such
as clay, carbonate, microorganisms (coccoid cyanobacteria, charophytes) (Fig. 4A), and
unidentified organic matter (Attia et al., 1995; Petrichenko et al., 1997). Secondary fluid
inclusions in gypsum commonly occur parallel to the {011} and {010} cleavage planes
and typically are tabular-shaped, single-phase, and up to several tens of microns in size
(Fig. 4D) (Attia et al., 1995).

Fluid inclusions in primary halite crystals are abundant and have been described and
illustrated by numerous researchers (Roedder & Belkin, 1979; Roedder, 1984; Lowenstein
& Hardie, 1985; Lowenstein & Spencer, 1990; Goldstein & Reynolds, 1994; Roberts
& Spencer, 1995; Kovalevich et al., 1998; Benison & Goldstein, 1999, to name a few).
Primary fluid inclusions occur in halite chevrons and in sunken rafts, cubes and plates most
commonly as single phase (aqueous) negative cubes, <1 gmto ~ 00 pem in size, and rarely
up to 1004 pem or larger (Fig. 5). Less common are two-phase, liquid-solid or liquid-vapor
inclusions. Solid crystals in fluid inclusions may be accidentally trapped during crystal
growth or may have formed by precipitation inside inclusions as daughter crystals. Fluid
inclusions in halite may occur as dense clouds in quantities up to 10" cm™" (Roedder,
1984). Commonly, zones ~ 100 um to ~ 1000 m in thickness containing abundant
fluid inclusions alternate sharply with inclusion-poor zones of comparable thickness. This
type of inclusion banding, common in laboratory-grown halite and in halite from modern
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R

Different levels
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Figire 4. Flud inclusions in vertically -ortented gypsum selenite crysials, Middle Miocene, Gull of Suez, Egypl.
A. Thin section photograph showing solid inclusions (s) and fwid inctusions (0 arranged in planes parallel to
the growth direction ol the gypsom crystal. Vapor bubbies 1n iluid inclusions were prodoced artificnally during
freezing. Scale bar is 60 pwm. (From Attia et al., 1995, Fip. 6, p. 6171, B. Primary Hud inclusions i gypsum,
all formed atong o cormmon surface, ¥ = vapor bubble produced antifcially dorng treesng, L = liquid water,
5 = single phase ayueous inclusion, Scale bar is 20 gm. C. Primary tuid inclusions o rows paralle] to growth
zones of the host gypsum crystal. Fluid inclusions taper in the direciion of crystal growth, Vapor bubbles in
flud inclusions were produced artificially during freczing. Scale bar is 20 gent. D Plane of tabular stngle phase
secondary aqueous inclusions along a cleavage plane. Scale bar is 30 um. (B, C. and [ from Atia et al., 1995,
Fig. 8, p 621).
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Fignre 5. Thin section photographs ol fuid telusions in hahte. A, Verically onented chevion. Dark bands rich
in Muid inclusions aliernate with lighter bands contaiming tewer fluid iclusions. Smople from Penmiaen Salado
Formuation, New Mexico Scale bacis Lmme (From Lowenstein & Spencer, 1990, Fie 1p. 1) B, Flud inclusion
hands from the Death Valley borehole core, 170.4 oL showing regular slternation oi Mud nclusion-rich and fud
wwlusion-poor bunds. Horsgontal nicld of view s L mm. (From Robens et ol 1997, Fig, 7, p 1123 C Pomary
inclusions along chevron band truncated by curved plane of irregularly-shaped secondary lwd inclusions (Fram
Benizon & Goldsiemn, 1999, Fig. 9 p. 11%)
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saline lakes, forms by variations in crystallization rates. Such fluctuations in crystal growth
rates have been interpreted to represent diurnal or seasonal changes in evaporation rates.
Within cloudy fluid inclusion rich bands, there may be smaller scale sub-bands, called “high
frequency” bands described by Benison & Goldstein (1999). Secondary fluid inclusions in
halite are recognized by their commonly irregular shapes and their occurrence along curved
healed microfractures (Fig. 5C).

Although carbonate minerals are ubiquitous in fresh-, brackish-, and saline-lake de-
posits, they tend to be very finely crystalline calcite mud, too fine for fluid inclusion studies
(Kelts & Hsu, 1978). Large bottom-grown carbonate crystals are uncommon in ancient
lake sediments. However large pseudomorphs of the cold-water carbonate mineral ikaite
{CaC O3 - 6H20) as well as radial dendritic and bladed calcite crystals have been identified
in ancient lacustrine carbonates, particularly tufas (Shearman et al., 1989; Bischoff et al.,
1993; Demicco & Hardie, 1994). Calcite crystals in cave deposits are often sufficiently large
for observation of fluid inclusions and have been used for paleoclimate studies by Winograd
et al. (1985). Relatively large carbonate crystals (> 1 mm), such as megascopic botryoidal
aragonite cements, also precipitate in open water marine settings (James & Choquette,
1990). Primary fluid inclusions containing seawater have been identified in ancient marine
calcite cements, particularly those filling neptunian dikes (Johnson & Goldstein, 1993;
Ward et. al., 1993). The density of fluid inclusions is much lower in carbonates compared
to halite and gypsum, so identification of primary inclusions may be more problematic.
Primary inclusions are typically found outlining “growth-zone” boundaries as thin cloudy
zones of fluid inclusions which outline a euhedral crystal termination (Fig. 6). There are a
variety of other types of primary inclusions in carbonate, described in detail by Goldstein
& Reynolds (1994). Fluid inclusions in lacustrine carbonate minerals need not be negative
crystal shapes to be primary, but they must be single-phase aqueous inclusions. Liquid-
vapor two-phase fluid inclusions in primary calcite should be viewed with caution because
the inclusions may have been altered after entrapment due to cracking or thermal stretching
of the fluid, or they may have trapped gas.

Fluid inclusion liquid-vapor homogenization temperatures:
paleolake temperatures

A relatively new method has been developed using measurements of homogenization
temperatures of fluid inclusions in primary halite crystals for interpretation of lake water
paleotemperatures (Roberts & Spencer, 1995). Fluid inclusions in sedimentary and diage-
netic minerals are most commonly trapped as a single phase (water) during crystal growth.
Fluid inclusions in crystals formed at temperatures higher than about 50 °C undergo phase
separation into a liquid and vapor upon cooling to room temperature due to differential
contraction between the host mineral and the trapped fluid (Roedder & Bodnar, 1980;
Goldstein & Reynolds, 1994). This process may be reversed in the laboratory by heating
fluid inclusions until the vapor shrinks and finally disappears. This process has been
termed homogenization. The temperature at which a two phase inclusion becomes one
homogeneous fluid is referred to as the homogenization temperature (Th). Theoretically,
fluid inclusions are excellent geothermometers; homogenization temperatures have been
used extensively to study crystal growth temperatures of minerals in sedimentary rocks
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Figire 6. Thin section photographs of fuid inclusions in calcite. Primary fnd mclhesions (dark) oceur along
well-defined caicite crystal growth zones, Scale hars are 100 um., (From Goldstein & Reynolds, 1994, Fig, 2.5,
p. 10y,

including quartz, calcite, dolomite, flourite and sphalerite (Roedder, 1984; Shepherd et al.,
1985; Goldstein & Reynolds, 1994).

Fluid inclusions in lacustrine halites present special difficulties in homogenization
studies because of the ease with this mineral may be deformed. Anomalously high homog-
enization temperatures in halites, well above the temperatures expected of surface waters,
have been reported (for example, Roedder & Belkin, 1979). These high homogenization
temperatures may be due to permanent deformation (“thermal stretching”) of inclusions
or leakage of fluids after crystallization, during burial or during sample preparation. In
addition, high homogenization temperatures will be obtained from fluid inclusions that
contain trapped gas. Clearly, fluid inclusion homogenization studies in lacustrine halites
require extraordinary care in sample selection and preparation.

Roberts & Spencer (1995) avoided problems of stretching or leaking of inclusions
and possible trapping of gases in inclusions by selecting halite crystals with one-phase
(aqueous) inclusions at room temperature. Halite crystals were examined petrographically
to confirm their primary origin and to establish the primary origin of the aqueous inclusions.
These aqueous inclusions, formed at temperatures below 50 °C, were cooled in a laboratory
freezer at — 15 °C to nucleate vapor bubbles by the “cooling nucleation method” (Roberts &
Spencer, 1995). Variations of this method have been used on halites from a 186-m-long core
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Figure 7. Photograph of fluid melusions in o halne cleavage fragment before (et and after tnght) using the
cooting nucteation methed. Vapor bubbies in Buid inclusions vere nueleated in o freeser at -~ —20°C Vapor
bubbles disappeared after heating to 307 on the Hud wclusion heating-freczing stage Larzes) Hod inclosion
visible 15 30 pn1in seee. (From Lowenstein et al, 1998, Fig. 2. p 227)

(200,000 years old) from Death Valley, California (Roberts & Spencer, 1995; Roberts et
al., 1997; Lowenstein et al., 1998), and from Permian halite, Nippewalla Group, Kansas
(Benison & Goldstein, 1999). In these studies, halite cleavage fragments, several millime-
ters across and < 1 millimeter thick, were glued to microscope cover glasses, placed into
air-tight containers along with desiccant to avoid condensation on crystal surfaces at low
temperatures, and cooled in a freezer (—10 °C to — 20 °C) for several days or longer in
order to nucleate vapor bubbles (Fig. 7). At those temperatures, halite-saturated brines in
fluid inclusions did not freeze, which would cause stretching of inclusions because the
volume of ice is greater than water. Samples were then placed in a portable cooler and
quickly transferred from the freezer to a pre-cooled heating-freezing stage mounted to a
petrographic microscope.

Crystals of halite, after placement into the pre-cooled heating/freezing stage, were
heated slowly, at rates of less than 1 °C per minute, and fluid inclusion homogeniza-
tion temperatures were recorded until all fluid inclusions studied in the cleaved halite
crystal homogenized, which nearly always occurred at temperatures below 40 °C. Details
on the mechanics of homogenization temperature measurements, including the important
“cycling” technique are carefully described by Goldstein & Reynolds (1994, p. 92-95).

Homogenization temperatures, if measured from primary fluid inclusions in primary
halite, record the water temperatures of the saline lakes in which crystal growth occurred.
The method is of great interest for paleoclimate studies because homogenization temper-
atures are actual paleo-water temperatures and they are relatively easy to measure. The
results from modern, Pleistocene, and Permian halites, summarized below, are encourag-
ing. All of the results represent “snapshots” of water temperatures during crystal growth,
which record paleo-weather conditions. Homogenization temperatures from primary fluid
inclusions must be used with caution for paleoclimate interpretations because they depend
on factors such as brine depths, periodic or seasonal halite precipitation, and the time
of day of halite crystallization. Variations in homogenization temperatures due to these
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Figure 8. Fluid inclusion homogenization lemperatures from the Death Valley salt core, depths of 186 mto 109 m
{~~ 192 %ka to 120 ka). Ranges of fluid inclusion homogenization temperatures for different stratigraphic intervals
are plotted. Note that the range of homogenization temperatures 1 the salt pan facies is higher than in the perennial
lake fucies. {From Roberts et al, 1997, Fig. 14, p. 115).

factors may be minimized by comparing halite samples deposited in similar depositional
environments (i.e., only compare perennial lake deposits to perennial lake deposits) and
by measuring large numbers (hundreds) of fluid inclusions from a given stratigraphic
interval. For example, the hundreds of measurements taken from halite samples from the
perennial-saline-lake-interval in the Death Valley core (186 ka to 120 ka) gave homogeniza-
tion temperatures between 10°C and 32 °C, indicating temperatures 10°C to 15 °C lower
than modern temperatures in Death Valley during that period (Fig. 8) (Roberts & Spencer,
1995; Roberts et al., 1997).

All the studies cited used the FLUID INC. adapted U.S.G.S. Gas-Flow Heating/Freezing
stage, but other commercially available heating/freezing systems work equally well. There
are three types of heating/freezing stages used for microthermometric analysis of flu-
id inclusions: Chaixmeca, Linkham, and the FLUID INC./U.S.G.S. type. These heating
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freezing systems are discussed in more detail elsewhere (Roedder, 1984, Shepherd et al.,
1985, p. 78-92). The Chaixmeca and Linkham stages are heated and cooled by thermal con-
duction through metal to the sample chamber. The temperature of the FLUID INC./U.S.G.S.
type stage is controlled by pre-heated or pre-cooled gas flowing through the sample chamber
and across the sample.

In order to use fluid inclusions from lacustrine halites for detailed paleoclimate in-
terpretations, it is important to have air temperature and water temperature records from
the study area. The modern records serve as the reference against which fluid inclusion
homogenization temperatures are compared. Information on the temperatures of saline
lakes in Africa and Canada may be found in Hammer (1986). Other sources of saline lake
temperatures are Carpelan (1958) for the Salton Sea, California, Eubank & Brough (1980)
for Great Salt Lake, Utah; Smith et al. (1987) for Owens Lake, California, Gavrieli et al.
(1989) for the Dead Sea, Israel and Jordan, and Casas et al. (1992) for Qaidam Basin,
Qinghai Province, China.

Halite crystals precipitated as a 3 cm-thick crust in Badwater salt pan, Death Valley,
California, in April, 1993, were used to test the cooling nucleation method (Roberts &
Spencer, 1995; Lowenstein et al., 1998). Homogenization temperatures from fluid inclu-
sions in this halite crust mostly fell within the range of water temperatures measured during
growth of the halite (16 °C to 34 °C), and also closely matched average late April to early
May air temperatures in Death Valley (Fig. 9). Some fluid inclusion homogenization temper-
atures from the 1993 halite crust were below 16 °C, which could be partly explained by lower
brine temperatures in the evening hours when no measurements were taken. Fluidinclusions
with anomalously low homogenization temperatures were interpreted by Lowenstein et al.
(1998) to have been damaged (partially collapsed) during the cooling/vapor nucleation
process (Lowenstein et al., 1998). Roberts & Spencer (1995) and Roberts et al. (1997) did
not find the low-temperature fluid inclusion homogenization temperatures from the Death
Valley samples reported by Lowenstein et al (1998).

Roberts & Spencer (1995), Roberts et al. (1997), and Lowenstein et al. (1998) reported
homogenization temperatures in halites from the 200,000 year-old sediments in the Death
Valley paleoclimate core. Homogenization temperatures measured from single fluid inclu-
sion bands in ancient crystals of saline pan halite varied by 6 to 16 °C, which are similar to
modern diurnal water temperature variations in Death Valley (Roberts et al., 1997). Fluid
inclusions from ancient perennial lake halites normally had smaller homogenization tem-
perature variations within fluid inclusion bands, consistent with precipitation from a larger
water body with less diurnal variation in temperature (Roberts & Spencer, 1995, Benison &
Goldstein, 1999). Fluid inclusions in “high frequency” growth bands, which are thin bands
within the thicker, cloudy chevron bands, had homogenization temperatures that varied by
no more than 8 °C; homogenization temperatures showed a maximum range of 26 °C from
the bottom to the top of thicker chevron growth bands (Benison & Goldstein, 1999).

Lowenstein et al. (1998) presented data on maximum fluid inclusion temperatures for
the Death Valley core (Fig. 10). By selecting only the highest fluid inclusion homoge-
nization temperatures from a given stratigraphic interval, problems of possible anoma-
lously low homogenization temperatures due to damaged fluid inclusions were avoided.
This approach ensures against damaged fluid inclusions but eliminates potentially impor-
tant paleoclimate information that can be obtained from the full range of fluid inclusion
homogenization temperatures.
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Figure 9. Histoprams of homogenization lemperatures from Auid inclusions io the halite erust erystallized in Death
Valicy, California, in late April 1993, Horizontul lines near the top indicate the measured brine temperalures during
halite precipitation and the average air temperatures in Death Yatley in April. Homogenization lemperatures are
4°C o 34 °C. Maximum homogenizalion emperalures are the same as maximoem bring lemperatures measured
during halitc precipitation and very similar (o dverage maximum air lemperatures in Death Valley from late Apnl
(o early May, The increase in homogenization temperatures from the bottom (C) to the top {A)Y of the halite crust
is compatible with the incroase in @ir and water temperatures during April. (From Lowenstein et al., 1998, Fig_ 4,
p. 232).

Fluid inclusion freezing-melting behavior: paleolake chemical compositions

Low temperature microthermometry (freezing-melting behavior) of primary aqueous fluid
inclusions in lacustrine minerals can provide important information on the chemical compo-
sition of ancient lake waters. Such information can be used to interpret paleolake salinities
and semi-quantitative major-ion chemistry. The method involves freezing aqueous inclu-
sions and observing the temperatures at which the various frozen phases melt and disappear
upon warming. Most lake waters are multicomponent systems and therefore fluid inclusions
formed from such waters display quite complex freezing-melting behavior. Although many
studies have attempted to fully quantify the freezing melting behavior of complex aqueous
inclusions (Davis et al., 1990; others summarized in Goldstein & Reynolds, 1994), new
methods developed in the last fifteen years for directly determining the major element
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chemistry of aqueous fluid inclusions are replacing the freezing-melting approach (see
below). Nevertheless, there are three significant low temperature measurements which can
commonly be made using fluid inclusions in lacustrine minerals: first melting “eutectic”
temperature, final melting temperature of ice, and final melting temperature of hydrohalite
(NaCl - 2H20). The general principles of low temperature phase equilibria and the tech-
niques involved in microthermometry are given in detail in Goldstein & Reynolds (1994,
p. 95-121), and should be consulted as an essential reference. This section will review
applications of low temperature microthermometry in paleolake studies.

The freezing-melting behavior of primary fluid inclusions in subaqueous gypsum crys-
tals has been studied by Sabouraud-Rosset (1969, 1972, 1976), Attia et al. (1995), and
Petrichenko et al. (1997). The methods employed by Attia et al (1995) to study fluid
inclusions from primary vertically-oriented gypsum crystals from the Gulf of Suez, Egypt
(Middle Miocene) provides a good overview about how these analyses can be used in
paleoclimatology studies. Prior to attempting freezing-melting analyses, vapor bubbles
were artificially produced in originally single-phase primary fluid inclusions by freezing
the sample at —-90 °C in a heating-freezing stage. It is necessary to cool the sample down to
this low temperature, which is well below the final ice-melting temperature, due to extreme
cooling required for crystal nucleation. The volume increase upon freezing caused the
inclusion to stretch permanently, leading to the formation of a vapor bubble that persisted
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atroom temperature and during all subsequent freezing-melting runs. Vapor bubbles formed
artificially in this manner ensure that all melting temperatures observed occurred at low
pressures. Fluid inclusions frozen without vapor bubbles have high internal pressures which
influences melting temperatures (see Goldstein & Reynolds, 1994 p. 99-101). In general,
all freezing-melting work on single-phase fluid inclusions in lacustrine minerals will re-
quire this preliminary stretching step. The two-phase fluid inclusions were then frozen and
subsequently heated at rates of 1-2°C per minute. During this heating phase the melting
temperatures of the solid phases formed during freezing were observed. Slower heating
rates of <1 °C per minute were used near the temperatures at which phases disappeared.

Attia et al. (1995) observed the temperatures of first melting and the final melting
temperature of ice in inclusions in primary gypsum (Fig. 11). Most primary fluid inclusions
in gypsum froze between —40 °C and —60 °C; freezing was indicated by the irregular shape
of the vapor bubble, and by the granular or glassy texture of the frozen inclusion. First
melting of frozen inclusions was recognized between —42 °C and -21 °C by the increased
transparency of the inclusion or the slight shifting of the vapor bubble. Typically, it is
difficult to accurately determine the first melting temperature of fluid inclusions because
of the subtle textural changes that occur. Ice, on the other hand, with its large volume, low
birefringence, and low relief is readily identified in fluid inclusions (Fig. 11 B and 11C)
(Roedder, 1984; Goldstein & Reynolds, 1994). During heating to temperatures above first
melting, ice crystals generally increased in size, became fewer in number, and appeared
rounded (Fig. 11B). Near the final ice melting temperature, the vapor bubble became larger
(Fig. 11C). The final melting temperature of ice recorded by Attia et al (1995) ranged from
-13.0 °C to-1.0 °C.

Eutectic first melting of fluid inclusions involves the melting and disappearance of a
hydrated frozen salt in the inclusion. Theoretically, different salt systems have different
first melting (eutectic) temperatures (Davis et al., 1990; others summarized in Goldstein &
Reynolds, 1994). Therefore, identification of first melting temperature can provide infor-
mation on the types of salts in solution. For example, first melting in the NaCl-H20 system
occurs at —21.2°C whereas first melting in the NaCl-CaCl;-MgCly-H30 system occurs
at =57 °C. Two problems limit the use of first melting temperature data: 1. The difficulty
of actually observing first melting, and 2. Metastable salt hydrates that may have formed
during the freezing process influencing the eutectic temperature (Davis et al., 1990).

Final melting temperatures of ice are usually much more useful data because they can
be used to calculate the salinity of fluid inclusions. With no knowledge of the major ion
chemistry of fluid inclusions, we can assume a simple NaCl-H3( system and calculate the
salinity of fluid inclusions from the equation (Goldstein & Reynolds, 1994):

Salinity (wt %) = 1.78 6 — 0.0442 87 + 0.000557 03, (1)

where  is the freezing point depression of ice, in °C, below 0.0 °C.

Final melting temperatures of ice had a narrow range (<1 °C) along single gypsum
crystal growth bands studied by Attia et al. (1995), indicating growth and trapping of
fluid inclusions under uniform conditions. Final melting temperatures of ice from one
growth band to another in a single crystal varied by up to 11.6°C, which indicates large
changes in salinity during crystal growth, compatible with crystallization in a shallow water
environment (Fig. 12). Gypsum crystals formed at the bottom of a deeper water setting, in
contrast, would normally trap fluid inclusions with similar final melting temperatures of
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ice because the large water body would probably not undergo large changes in chemical
composition during crystallization of a crystal of gypsum.

The final melting temperatures of ice in fluid inclusions were also used by Attia et
al.(1995) to constrain the chemical composition of the parent waters from which the
primary gypsum precipitated. The range of ice melting temperatures (-1 °C to -13 °C)
was compared to the final melting temperature of ice in: freshwater saturated with gypsum
(~ 0°C), normal seawater (—1.9°C) and seawater evaporated to the point of gypsum
saturation (-7.0 °C to -8.0 °C). These final melting temperatures of ice were equated to the
various water chemistries described above using a computerized aqueous solution model at
low temperatures (Spencer et al., 1990). Attia et al. (1995) concluded from final ice melting
temperatures above — 1.9 °C that some of the gypsum studied formed from relatively dilute,
nonmarine inflow waters. Petrichenko et al. (1997) also concluded that the Middle Miocene
gypsum they studied from Ukraine contained primary aqueous inclusions not saline enough
to be evaporated seawater. The final melting temperatures of ice in these deposits showed
complex variations and commonly had final ice melting temperatures above — 1.9 °C.

Another application of low temperature microthermometry was done by Casas et al.
(1992) and Lowenstein et al. (1994) on lacustrine halites from the Qaidam Basin, western
China. Fluid inclusions in halite have high salinities, 26.3% for the pure NaCl-H;O binary
system and >26.3% for more complex salt systems such as NaCl-KCl-MgCl;-CaCl2-H» 0.
In these complex saline systems, the final phase to melt ishydrohalite {NaCl - 2H~O). In
the pure NaCl-H>O system, the final melting temperature of hydrohalite is +0.1 °C; the
addition of other salts (KC1, CaClz, and MgCl1) causes a depression of the final melting



206 TIM LOWENSTEIN & SEAN T. BRENNAN

1.6 15 1.5
-4? 43 a4l

5.1 55 9.5 5.2 6.1
: G
=
~— i3] (o)
-3.6 -3.4 -3.2 é" S
a2
» -
o =3
sl &
22 286 -
2322 22 21 Sz
0 i =
Y3k
I

Frgure 12, Sketeh o seale of the final melting temperatures of ice in primary Quid inclusions alung growth bands
in one selenite crystal, Middle Miocene, Gulf of Suez, Egypt, Note the similar final melting temperatures of jce
slong individual iloid inclusion bands but the large range of ive melting temperatures recorded during the growth
of the entire crystal. Scale bar is 30 gem. (From Attia et al.. 1995, Fig. 12, p. 624},

temperature of hydrohalite (Davis et al., 1990). These principles can allow the final melting
temperature of hydrohalite to be used as a concentration gauge in much the same way as
the final melting temperature of ice is used.

Fluid inclusions in halite from two 43-m-long borehole cores from the Qaidam Basin
were used to document saline lake salinities over the past 54 kyr. Primary single-phase
aqueous inclusions came from chevron and cumulate halites crystallized at the brine bottom
and at the air-brine interface, respectively. Aqueous inclusions in cleavage fragments of
halite were initially “stretched” in the same manner as the gypsum samples described
above, in order to nucleate a vapor phase. The two-phase fluid inclusions were then frozen
and then slowly heated at the rate of 2 °C to 3 °C per minute. When the solid phases began to
melt, the heating rate was slowed down considerably, in order to document as precisely as
possible the first and final melting temperatures. Most fluid inclusions froze during cooling
or during heating between —100 and — 70 °C. The frozen inclusions had a cryptocrys-
talline glassy texture or a coarser, granular mass of submicron size crystals. These frozen
fluid inclusions displayed complex melting behaviors. The final melting temperature of
hydrohalite, however, was easily observed and compared to the phase equilibrium relations
reported by Spencer et al. (1990) and Davis et al. (1990). The final melting temperature
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was used to calculate the ay,o as well as the molality of Mg {#tmg} in the paleolake
waters because it was known that the brines in this basin were dominated by Mg-Na-Cl
(Lowenstein et al., 1994). The ap,0 and mpg were used, in turn, to determine the periods
over the past 54 kyr when the Qaidam Basin contained hypersaline brines (Fig. 13). These
extremely arid periods were also the times when precipitation of economically valuable
potash minerals occurred.

Stable isotopes (31, §'30) from fluid inclusion waters

Fluid inclusions in lacustrine minerals may carry information on the stable isotopic compo-
sition of surface waters, which can potentially be used for paleoclimate interpretations. A
technique has been developed that involves extraction and analysis of microliter quantities
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of water from fluid inclusions in halite (Yang, 1993; Yang et al, 1995a, 1995b). This
technique has been used on ancient halites in borehole cores from the Qaidam Basin,
western China (up to 50 kyr old), and from Death Valley, California (up to 200 kyr old)
(Lowenstein et al., 1994; Yang et al., 1995a. 1995b; Roberts et al., 1997). The well-known
relationship between temperature and fractionation of hydrogen and oxygen isotopes in
the water cycle may be used for paleoclimate interpretations (Faure, 1998). The isotopic
composition of fluid inclusions in halite is a function of the isotopic composition of dilute
inflow waters and their degree of evaporation. Dilute inflow waters in most arid closed basins
are mixtures of surface runoff from precipitation and spring inflows from various subsur-
face sources. The isotopic composition of precipitation, in turn, is produced by complex
processes of fractionation during evaporation of seawater, transport of air masses inland,
and precipitation as rain and snow. Changes in the isotopic composition of fluid inclusion
waters in halite from a borehole core may reflect changes in temperature of precipitation,
atmospheric circulation patterns, sources of moisture, or seasonality of precipitation, all of
which may have paleoclimate significance.

The technique developed for extraction and analysis of hydrogen and oxygen isotopes
in fluid inclusions in halite is a modification of the vacuum volatilization method (Knauth
& Kumar, 1981; Knauth & Beeunas, 1986). Halite crystals (300 to 600 mg), hand picked
for primary fluid inclusions, were placed in a glass tube following cleaning in acetone
and alcohol (details of the method are given in Yang, 1993; Yang et al., 1995a). The
glass tube was heated under vacuum to ~ 950 °C at which point the halite melted and
the inclusion waters were released (4 to 10 microliters). One split of the fluid inclusion
water was reacted with zinc to produce H», which was analyzed by isotope ratio mass
spectrometry. A second split of fluid inclusion water, for oxygen isotope analysis, was
reacted with guanidine hydrochloride to produce C(}s, which was then analyzed on the
mass spectrometer.

Fluid inclusions in primary halite from a 42-m-long (50 kyr) core, Qaidam Basin, west-
ern China, were analyzed for stable isotopes. 81 and 'O values of fluid inclusions from 33
stratigraphic intervals were compared to the isotopic composition of modern surface waters
in the Qaidam Basin. The major source of water to the study area is the Golmud River,
which is fed by melting of snow in the surrounding mountains. The Golmud River waters
are meteoric in origin and plot on the well-known plot of 81 vs. '*O. the meteoric water
line (MWL). Evaporated saline waters from the Qaidam Basin fall off the meteoric water
line along a linear trend whose slope is defined by the humidity (Fig. 14). This evaporation
path begins with the Golmud River isotopic composition on the MWL and branches off
from the MWL with increasing evaporation (Yang et al. 1995b). Fluid inclusions from
modern halite in the Qaidam Basin and from most of the 42-m-long core fall along the
modern evaporation trend. However, fluid inclusions from six intervals between 6.9 and
12.2m (13 to 185 ka) fall well below the modern evaporation path (Fig. 14). The very
low values of §I} and 8’80 were interpreted to reflect regionally cooler climate during the
end of the last glacial period. These types of trends in fluid inclusion stable isotopes have
great potential for documenting glacial-interglacial climate signals. The same technique
was used to measure 8D and §'¥() in 21 samples from different stratigraphic intervals in
the 186-m-long core from Death Valley, California (Roberts et al., 1997). The 41D and §180
values for these paleo-waters may be controlled by the same types of factors that affects the
modern waters (Friedman et al., 1992), including: 1. The influence of various storm paths
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such as storms which initiate in the Pacific Ocean versus the Gulf of Mexico, 2. Variations
in temperature due to either climatic changes or seasonal variations in halite precipitation,
and 3. Temporal variations in inflow water sources.

Major element chemistry of fluid inclusions: paleolake water compositions

The chemistry of single fluid inclusions can be determined with certain microanalytical
chemical techniques. The chemistry of fluid inclusions can be used to document the types
of waters at the Earth’s surface in the past and to interpret what controlled the chemistry
of those waters through time. To date, little attention has been given to chemical analysis
of fluid inclusions in lacustrine minerals. However, given the great developments in the
last ten years in chemical analysis of individual fluid inclusions, the following techniques
could be applied to some lacustrine minerals.

There are several techniques that are capable of analyzing a single fluid inclusion; un-
fortunately, most methods involve the destruction of the fluid inclusion. The most common
methods used in the past decade are: fluid inclusion extraction/IC (ion chromatography)
(Lazar & Holland, 1988), laser ablation ICP-MS (inductively coupled plasma-mass spec-
trometry) (Shepherd & Chenery, 1995), SEM-EDS (scanning electron microscopy with an
attached energy dispersive spectrometer) (Ayora & Fontarnau, 1990), ESEM-EDS (envi-
ronmental scanning electron microscopy with an attached energy dispersive spectrometer)
(Timofeeff et al., 2000), and laser Raman microspectroscopy (Rosasco & Roedder, 1979;
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Pasteris et al., 1988; Dubessy et al., 1989). These methods all have strengths and weak-
nesses, and the most effective of these methods depends on the specific scientific question
under investigation.

Extraction from single aqueous inclusions was originally attempted by Holser (1963,
1979a, b). These early studies relied on very large inclusions in halite (2 mm to 15 mm),
which were likely formed during recrystallization. Petrichenko (1973) pioneered a method
which involved the micro-extraction of much smaller inclusions (as small as 40 jim but
ideally =100 pm) in halite. A thin jet of water is used to dissolve a path to within tens of
microns of an inclusion. The halite is dried, and then the inclusion wall is pierced with a
needle, and the fluid is extracted with a tapered capillary tube. A reagent is added to the
capillary and the tube is sealed and centrifuged. The volume of the precipitate formed by
reaction of the inclusion water with the reagent is compared to that formed from prepared
standards. This method can be used to determine the concentrations of K, Mg, Ca, and S5O4
but not the concentration of sodium or chloride in the fluid inclusions. The uncertainty of
this method is on the order of 20%.

Lazar & Holland (1988) used a similar micro-extraction technique with much more
success. A tungsten microdrill is used to bore through halite samples and pierce inclusion
walls. When the inclusion wall is breached, the fluid is extracted using a specially con-
structed micropipette assembly. After extraction, the length of the micropipette containing
the inclusion fluid is measured and, as the diameter of the micropipette is known, the volume
of fluid can be calculated. The fluid is then run through an ion chromatograph in order to
measure the concentration of the major cations and anions (Na, K, Mg, Ca, CI and §O4).
The analytical error of this technique is much lower than Petrichenko’s (1973) method,
for major ions it is +4%. Some minor ions can also be measured with this technique, but
with higher uncertainties than for major ions, +6% for bromide and +10% for lithium.
This fluid inclusion extraction method requires inclusions that are ~ 200 tem or larger,
which is potentially problematic because it is difficult to determine if inclusions this large
are primary or secondary in origin. Therefore the fluids being measured could be surface
waters or diagenetic fluids. This method has been used to analyze inclusions from Silurian
halite (Das et al., 1990), Permian halite (Horita et al., 1991), and Devonian halite (Horita
etal., 1996).

Shepherd & Chenery (1995) pioneered the laser ablation ICP-MS (inductively coupled
plasma-mass spectrometry) method of analyzing individual fluid inclusions. An UV laser
ablation microprobe is used to drill a hole into a mineral, to reach an inclusion up to 60 jem
below the sample surface. For the laser ablation procedure the sample is placed in a modified
thermal vacuum cell. The elevated temperature in the ablation cell raises the internal vapor
pressure of the inclusion, which causes instantaneous rupture and highly efficient fluid
expulsion as the beam breaches the inclusion wall. The vacuum pulls the vaporized fluid into
the ICP-MS, where it is analyzed for major and minor ion concentrations. The advantages
of the ICP-MS method are the small spot size of the laser (=2 ym), allows analysis of
small inclusions {10 @m) in a variety of minerals (halite, calcite, quartz, and others). A
wide range of ions can be analyzed simultaneously, including low concentrations of minor
ions. With multicollector ICP-MS, it will be possible to analyze strontium isotopes and
other stable isotopes (& 3¢, 8180, §348) in fluid inclusions. Laser ablation ICP-MS is not as
precise as other methods (~ 30%) and the results can only be reported as ionic ratios as the
volume of an inclusion cannot be determined prior to analysis. However, if the concentration



FLUID INCLUSIONS IN PALEOLIMNOLOGICAL STUDIES ... 211

of one ion is known, then the results can be converted from ratios to absolute concentrations.
This method has been used on halite from the Triassic (Shepherd & Chenery, 1995), and
from the Eocene, Miocene, Neogene and modern (Shepherd et al., 1998).

The SEM-EDS (scanning electron microscopy with an attached energy dispersive spec-
trometer) technique pioneered by Ayora & Fontarnau (1990) is able to produce precise
measurements ofsmall {> 15 pm) individualfluidinclusions. Thismethodinvolvesplacing
a small cleavage chip or mineral slice (typically 1 x 1 x 4 mm) into a brass holder, and
freezing the sample in supercooled liquid nitrogen. When the mineral sample is frozen, it
is placed into a cryostage, where it is cleaved using a manipulator knife. The cleaving of
the mineral exposes frozen fluid inclusions for analysis. The exposed surface is coated with
carbon, and the mineral is placed in the SEM chamber. When primary inclusions of sufficient
size (= 15 pum) are located, they are analyzed with an attached electron microbeam. With
this method, several analyses of major ions can be rapidly gathered from small inclusions
with high precision (<10%). There are difficulties with this procedure, the most glaring
one being that the researcher cannot pre-select the inclusion to be analyzed. Samples with
high inclusion densities should be used, in order to increase the chances of exposing frozen
inclusions during the cleaving process. Fortunately, halite tends to have abundant primary
fluid inclusions, so it is typically not a problem finding suitable fluid inclusions in halite
with this method. Another problem is the sensitivity of the instrument. The detection limits
for the SEM-EDS are typically on the order of 0.1 to 1 wt %. This method has been used
to study marine halites (Ayora et al., 1994a, 1994b; Garcia-Veigas et al., 1995; Fanlo &
Ayora, 1998; Shepherd et al., 1998), and could potentially be used for other minerals in
lacustrine deposits.

The ESEM-EDS (environmental scanning electron microscopy with an attached energy
dispersive spectrometer) method of Timofeeff et al. (2000) is very similar to the SEM-EDS
method of Ayora & Fontarnau (1990). The major difference is the instrument used for
analysis. The ESEM allows for analyses of a sample in a low-pressure environment, as
opposed to the high vacuum necessary in a conventional SEM. The environment used in
the ESEM for this method is nitrogen gas, typically at 1.3 torr. A carbon coating is needed
for samples to be viewed in an SEM in order to absorb the charge buildup due to the electron
beam. However, in the ESEM, the ambient environment absorbs the charge, which allows
for analyzing uncoated samples. The lack of the carbon coating allows one to directly
observe the texture of the inclusion surface prior to analysis. One problem associated with
the ESEM technique is that electrons from the electron beam collide with the ambient
gas molecules in the environmental chamber. These collisions cause the electrons to be
deflected which leads to a phenomenon termed the “skin effect”, so named because the
beam is slightly defocused, and resembles the flared shape of a skin rather than a beam
of uniform size. The skirt effect is minimized as much as possible by operating at low
ambient pressures. Multiple analyses are conducted on each sample (five per frozen aqueous
inclusion), and averaged. Due to the skirt effect, this method cannot be used on inclusions
smaller than 3{;cm because the skirt of the beam will strike some of the halite matrix
causing the sodium and chloride concentrations to be too high. To correct this problem,
the analyses are run through a computerized specific ion interaction equilibrium program
(Harvie et al., 1984) using the measured concentrations of major ions (Mg, K, Ca, SO4),
at halite saturation. With these inputs, the equilibrium program can calculate the unique
concentration of sodium and chloride for the brine in an individual inclusion. The precision
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of the ESEM-EDS method is typically between 3% and 16% and the accuracy is typically
3% to 10%. The detection limits of the method are 0.1 wt % for all of the major ions except
sodium, which is 0.5 wt %.

Laser Raman microspectroscopy is unique among these techniques in that it is non-
destructive. This method was first attempted on fluid inclusions by Rosasco & Roedder
(1979), and has been used by several researchers on a variety of fluid inclusions. This
method involves focusing a non-destructive laser microprobe on a single fluid inclusion. A
very small portion of the energy from the laser excites covalent bonds, causing vibrations
due to stretching or bending of the bond. Therefore, only covalently bonded species can be
identified such as sulfate, or bicarbonate. This method has been used to determine the pH
of fluid inclusions in Permian lacustrine halite from Kansas (Benison et al., 1998).

Summary

Primary fluid inclusions in evaporites are data recorders that preserve information about
the conditions of a lake at the time the inclusions were entrapped. Simple petrography of
evaporitic minerals and their growth bands delineated by primary fluid inclusions can be
used to determine the depositional environment and relative lake depth. Fluid inclusion
homogenization temperatures yield information about paleo-lake temperatures which, in
some cases, can be used as a proxy for paleo-air temperatures. Observations of freezing-
melting behavior can be used to determine several things about the brine: the salinity,
the source (oceanic versus meteoric), and qualitative information about the major ionic
composition. Stable isotopic analyses (8D, 8'80) of the inclusions allow for comparison
of how temperatures may have been different in the past. There are several techniques
for analyzing the chemistry of the fluid inclusions. The most precise quantitative analyses
come from either SEM-EDS or ESEM-EDS analyses, which yield accurate analyses for
ions with concentrations over 0.1 wt %. The extraction-IC technique also produces very
good data. Laser ablation ICP-MS allows for the analysis of very low concentrations of
many ions, and is excellent for determining what minor and trace metal ions are present in
the fluid. Laser Raman microspectroscopy can be used to determine what covalent bonded
complexes, and their relative abundance, are present in the fluid, and this technique does
not destroy the inclusion.

Fluid inclusions, if treated properly, can yield large amounts of data specific to a single
paleo-lake of any age, from the Holocene to the Precambrian, that potentially has regional
and global implications.
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Introduction

This chapter provides an introduction to the application of mineral magnetic methods to
studies of lake-sediments. It is not detailed; but instead contains a substantial number of
references to textbooks and articles that fully explain routine and advanced methodologies
and their modes of application.

Why measure the magnetic properties of mud deposited on the bottoms of lakes? This
question, often asked by the non-specialist, is by no means easy to answer. Two answers can
be given. The first is that, under specific sedimentary conditions, lake-sediments preserve
a record of variations in the direction and strength of Earth’s geomagnetic field (which is
an answer that typically causes a deluge of more questions). The second answer is that
the type, concentration and grain-size of magnetic minerals found in lake-sediments vary
according to a variety of processes operating in response to changes in climate, human
activity and limnology. Examination of ancient sediments, using the paradigm that “the
present is the key to the past,” enables inferences to be made about past environments.

As will be discussed in this chapter, all materials can be classified according to their
behaviour during (and after) exposure to an external magnetic field. This behaviour can be
qualified and quantified, which enables mineral magnetic measurements to be discrimina-
tory and diagnostic. By applying a range of increasing or decreasing positive and negative
magnetic fields to a sample (and also at variable temperatures and pressures, or energy
levels), it is possible to obtain information about the overall composition of the “magnetic
assemblage”, including concentration, mineralogy and magnetic grain-size.

Freshwater lakes often have well-defined catchments (or watersheds) and receive sed-
iment from many sources, most of which have unique or well-defined magnetic char-
acteristics (which must also be measured as part of a comprehensive magnetic study of
lake-sediments). The majority of magnetic minerals found in lake-sediments are derived by
catchment erosion and originate from bedrock, subsoil, and topsoil in the lake’s drainage
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basin. They are transported as suspended load and/or bedload in rivers and streams, or
possibly by overland flow and eventually deposited as sediment. Atmospheric sources
of magnetic minerals in lake-sediments include aerosols emitted from volcanoes, dust
transported by storms and particles produced by anthropogenic activities (such as fossil
fuel combustion). In many sedimentary environments, it is assumed that the detrital mag-
netic assemblage remains unaltered after deposition. However, in-sifu post-depositional
diagenetic processes may lead to the destruction (dissolution) of magnetic phases or the
production of new magnetic minerals (authigenesis). Dearing (1999) provides an in-depth
review of processes that determine the origins and transformations of magnetic minerals
in lakes and their catchments.

A brief history of the application of mineral magnetic measurements
to lake sediments

It was known by the Swede Gustav Ising in the 1920’s (Ising, 1943) that varved clays
deposited in ancient ice-lakes carried a stable natural remanent magnetisation (NRM),
and hence a potential record of temporal changes in the direction and intensity of Earth’s
geomagnetic field. His pioneering study led to many (and often unsuccessful) attempts to
reconstruct changes in the Earth’s geomagnetic field through studies of the NRM carried
in varved clays (e.g., McNish & Johnson, 1938; Granar, 1958). In the context of future
studies of environmental change, one of Isings’ most important observations was that the
spring layer of the varves contained a higher concentration of magnetite than the other
seasonal layers. It was believed that this grading was caused by the preferential deposition
of relatively heavy minerals (e.g., magnetite) during the intense spring meltwater floods. As
will be discussed later, this relationship does not necessarily hold true for lake-sediments
with a considerably higher organic carbon content, and for reasons that Gustav Ising could
not possibly have contemplated in the 1920’s.

The current applications of mineral magnetic techniques to lake-sediments originated
through the work of primarily three people in the 1960-1980’s. In the late 1960’s John Mack-
ereth discovered that unconsolidated organic-rich sediments deposited in Lake Windermere
also carried a stable NRM, and that it should be possible to establish regional palaecomag-
netic secular variation (PSV) master curves, which could be used for relative dating and
correlation (Mackereth, 1971). Mackereth’s work was continued by Roy Thompson in the
early 1970’s, who successfully applied the palacomagnetic technique to several localities
in northern Europe (Thompson, 1973). At approximately the same time, Frank Oldfield
(Oldfield, 1977) was comprehensively exploring the use of lakes and their drainage basins
as units of ecological study. During an environmental study of relatively recent sediments
deposited in Lough Neagh, Northern Ireland by Thompson et al. (1975), it was discovered
that down-core magnetic susceptibility peaks were linked to periods of deforestation and
the subsequent erosion of mineral soils. These magnetic susceptibility peaks could be traced
from core to core, enabling correlation, and the variations in the amplitude of the magnetic
susceptibility record could be used as a proxy-indicator of the intensity of erosion. This
observation opened the “flood-gates” for a variety of projects designed to qualify and
quantify the source of the magnetic signal identified in lake-sediments and peat bogs.
These projects have included studies of atmospheric particles, the relationships between
particle-size distribution and magnetic properties, and the transformation and production
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FPlate I Measuring the long-core sitrfince scanning nragnetic susceptibiinty of 2 1.5 arlong varved-lake sediment
sequence {using a Bartingten Instruments Lid MS2ET sensor and a Lund University, Department of Quaterniry
Geology, TAMISCAN-TS] aulomatic cunyeyor).

of magnetic minerals through pedogenesis, diagenesis, authigenesis and dissolution. In-
timately linked to the expansion in the application of mineral magnetic techniques was
the development of analytical equipment and improved computing power (see plate 1). A
modern mineral magnetic/palacomagnetic laboratory is not a cheap investment and requires
knowledge of solid-state physics and electromagnetism, cryo-technology and computer
science.

Although the majority of sediments investigated have displayed a positive relationship
between the concentration of allochthonous mineral matter and concentration dependent
magnetic parameters (e.g., Thompson et al., 1975; Dearing, 1991; Dearing & Flower,
1982), three discoveries demonstrated that this relationship is not universal. First was the
finding that detrital (titano)magnetite could be dissolved by post-depositional reductive
diagenesis (dissolution) (Hilton & Lishman, 1985; Andersen & Rippey, 1988; Snowball,
1993). Second was the discovery of bacteria living in sediments and soils that produce fine-
grained magnetite as part of their internal metabolism, primarily for navigational purposes
(Blakemore, 1975). Third was the discovery that relatively high concentrations of authigenic
magnetic iron sulphides could form in specific geochemical environments (Snowball &
Thompson, 1988; Snowball, 1991; Roberts et al., 1996). All three discoveries testify to
the intimate link between the production, deposition and subsequent decomposition of
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organic matter and the magnetic properties of lake sediments. Considering Gustav Isings
original observations on clastic varves, it is somewhat ironic that recent studies of varved
lake-sediments in Sweden and Finland (Snowball & Saarinen, pers. com.) indicate that the
highest concentration of magnetite is found in the organic rich summer and winter layers
of the varves, where bacterial thrive and produce their magnetite “magnetosomes”.

Magnetic properties

It is well known that a permanent hand magnet attracts ferromagnetic materials, e.g.,
metallic iron. However, this positive attraction, which can easily be observed without any
instrumentation, is only one of several types of magnetic behaviour. Materials which are
generally considered to be non-magnetic (such as plastic, wood and chalk) respond to
applied magnetic fields in a specific manner, although relatively strong magnetic fields and
sensitive measuring instruments (magnetometers) are required to detect their response. At
the sub-atomic level a magnetic moment is produced due to the combined effect of the
orbital spin of the electrons around the nucleus and the spin motion of the electron about
its own axis of rotation (Fig. 1). The resultant of all the orbital and spin magnetic moments
of the electrons in an atom leads to a magnetic dipole moment and the total effect of all
magnetic moments at the atomic level influences the magnetic properties of a material. In
electron shells with a paired number of electrons, the magnetic dipole effects cancel each
other out and the net magnetic moment is zero.

Diamagnetism

The diamagnetic behaviour is fundamental to all substances. It is extremely weak and
negative (in relation to the applied field) and is often masked by other forms of magnetism
if they are present. Diamagnetic substances have paired electrons in the electron shells
of the constituent atoms. In the presence of an applied field, the electron orbits become
aligned anti-parallel to the external field, which results in a net negative magnetic moment.
When the magnetic field is removed, the net negative magnetisation is lost. Diamagnetism
is independent of temperature. Many common natural minerals such as quartz, feldspar,
calcite and also water exhibit diamagnetic behaviour.

M obival

Figare £ Magnetisin of 2n atom. The nuiggnensation arises from the spin of an clectron about s axis and from
the ortital motion of the electrons about 1ts nuclens (fram Tarbag 1971}
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Figure 2. Schemalic representation of the distiibution of magnetisation vectors in ferromagnetic materials, (a)
ferromagnetic. (b} antiferromagnelic, (o) conled antiferromagnetic, (d) ferrimagnetic (after McElhinny 1973).

Paramagnetism

Paramagnetism results from the alignment of atoms with unpaired electrons so that a weak
positive net magnetic moment is produced (from both the electron spin and orbital spin)
parallel to the applied field. Because of dominating thermal effects, the magnetisation is
lost when the external magnetic field is removed. In the presence of an applied magnetic
field the paramagnetic materials are, as opposed to diamagnetic materials, attracted to the
field. The paramagnetic effect is generally one or two orders of magnitude greater than the
diamagnetic effect, although it is considerably weaker compared to the magnetic moment of
ferromagnets. Paramagnetism is dependent on temperature and is exhibited by many natural
iron-bearing mineral (e.g., olivine, pyroxene, garnet, biotite and carbonates containing iron
and manganese).

Ferromagnetism

Ferromagnetic substances have atoms in which unpaired electrons are closely and regularly
spaced. This arrangement leads to a strong interaction (coupling) between unpaired electron
spins, which produces a permanent magnetisation (called a spontaneous magnetisation) to
exist, even in the absence of a magnetic field. Four different ferromagnetic behaviours
can be defined as a result of their atomic and crystal lattice structures. Iron, cobalt, nickel
and their alloys exhibit true ferromagnetism. In such substances a parallel coupling of all
unpaired electrons leads to an extremely strong spontaneous magnetisation (Fig. 2a). This
strong magnetisation is lost above a critical temperature, called the Curie/Neél tempera-
ture, which has a specific value for each different ferromagnetic material. Ferromagnets
exhibit paramagnetic behaviour above their Curie temperature. The net magnetic moment
of ferromagnetic materials is several orders of magnitude greater than that of diamag-
netic and paramagnetic materials. It is for this reason that ferro/ferrimagnetic minerals
(such as magnetite) dominate the magnetic properties of lake-sediments, even if present in
low concentrations.
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Anti-ferromagnetism and canted anti-ferromagnets

Anti-ferromagnetic substances have two anti-parallel sub-lattices with identical magnetic
moments, which creates a zero net spontaneous magnetisation (Fig. 2b). If for some reason
the sub-lattices are not perfectly anti-parallel (or canted) the basic anti-ferromagnetic
arrangement will be modified and there will be a small spontaneous net magnetisation
(Fig. 2c). This type of magnetic behaviour is called canted anti-ferromagnetism. Haematitie
and goethite are two common canted anti-ferromagnetic minerals.

Ferrimagnetism

Ferrimagnetic materials also contain alternating layers of crystal lattices that are magnetised
in opposite directions. However, the coupling occurs via an intermediate oxygen atom.
Neighbouring sub-lattices are thus of unequal magnetic moment and a net spontaneous
magnetic moment can exist below the materials Curie temperature (Fig. 2d). Above the
Curie temperature the ferrimagnets behave like paramagnets. Magnetite is the most common
natural ferrimagnet. Ferrimagnetic minerals dominate the magnetic properties of most
natural magnetic assemblages. Although ores of elemental iron, cobalt and nickel exist,
these are generally oxidised upon exposure to Earth’s oxygen-rich atmosphere (producing
oxides that may be ferrimagnetic, such as magnetite) or reduced in sulphur-rich anaerobic
environments as part of organic matter decomposition (producing sulphides that may be
ferrimagnetic, such as greigite).

Magnetic hysteresis

Hysteresis is a common physical phenomenon and also applies to magnetic properties. The
relationships between an applied field (H or B) and the intensity of magnetisation (M)
induced in a sample can be used to magnetically characterise the sample, according to
the previously described behaviours. Graphical presentations of these fundamental mea-
surements are commonly called magnetic hysteresis curves. Most (but not all) parameters
used in magnetic analyses can be deduced from a hysteresis curve. A hysteresis curve
demonstrating how M changes in response to increasing forward (positive) and decreasing
(negative) magnetic fields (along +H and -H) is shown in Figure 3.

A magnetic hysteresis curve of the type described above requires both ‘in-field’ and
‘out-of-field” measurements of M, but this type of combined analyses requires relatively
sophisticated equipment. Most mineral magnetic laboratories in Earth science departments
are equipped with magnetometers that measure the (almost) permanent (remanent) magneti-
sation induced in a sample after it has been exposed to Earth’s magnetic field or an artificial
magnetic field. A general exception is the measurement of initial magnetic susceptibility
(which applies a very weak magnetic field during measurement). For a wide range of positive
magnetic fields, a paramagnetic sample will acquire a positive magnetisation (Fig. 4), while
a diamagnetic sample will acquire a negative magnetisation (Fig. 4). Diamagnetic and
paramagnetic materials lose their magnetisation (M) when removed from the magnetic
field (H) and therefore exhibit no magnetic hysteresis. The slope of the line{AM /A H and
~AMAFHY is called the initial magnetic susceptibility (x ), generally defined as per unit
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figure 3. Hysteresis loop for ferromagnetic materials. See main text fora full desenphion.
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Figure 3. M- H pluts for diamagnetic and paramagnetic materiatbs.

volume of material. Mass specific susceptibility ( x ) is obtained by dividing ¥ by the mass
of the material.

Ferro/ferrimagnetic substances possessing a spontaneous magnetisation show a more
complicated response to applied magnetic fields and they exhibit true magnetic hysteresis.
In this chapter we restrict our description of true magnetic hysteresis to samples containing
many ferro/ferrimagnetic particles randomly distributed within a non-magnetic matrix,
which is a situation similar to many natural magnetic assemblages.

A sample that has not been exposed to a magnetic field (H) has no magnetisation (the
random orientation of many magnetic particles leads to a net zero magnetisation). In the
magnetic hysteresis plot, this magnetisation is represented by point a (Fig. 3). If the sample
is exposed to a very weak magnetic field {H;} this will result in a magnetisation {# ),
represented by point b. The slope of the line segment a-b is called the initial low magnetic
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susceptibility. When the sample is removed from the field /| the magnetisation Af| retusns
to zero, i.e. the procedure is reversible or anhysteretic. When the sample is exposed to a
higher magnetic field Hy (M, = H\), it will acquire a magnetisation, represented by point
¢, corresponding to M ¢ (in-field magnetisation) (c in Fig. 3). Important changes will take
place in the magnetic behaviour when it is removed from the field (M ¢ ). The magnetisation
will not return to zero but will drop to M. following the path c-M,. This point represents
the remanent magnetisation {(M,} (out-of field magnetisation) corresponding to the field
H ¢ . Magnetisation at a higher field e.g., H | corresponds to a (in-field) magnetisation of
M ¢ and a remanent magnetisation of M s,1. Application of gradually stronger magnetic
fields will cause the magnetisation of the sample to increase. However, eventually the slope
of the curve will gradually attenuate and at a certain point {H;} the sample magnetisation
will not increase in response to the application of stronger magnetic field. In other words,
the sample has reached saturation {M,}. The sample has magnetically become saturated
corresponding to a saturated (in-field) magnetisation {M,} and a saturated (out-of-field)
remanent magnetisation {M,,). If the sample now is applied to a series of increasing fields
in the reverse direction (—H), the magnetisation will again gradually decrease. At a specific
value of H {f.} the magnetisation is reduced to zero. This reverse field H,. is called
the ‘coercivity’ or the ‘coercive force’, although the sample still has a positive remanent
magnetisation corresponding to Mc. An even higher reversed field is required to reduce
the remanent magnetisation to zero. This field is called the coercivity of remanence and is
represented by the field at { H }¢ci. Progressive magnetisation in increasingly higher reversed
fields continue until a point of negative magnetic saturation is reached. When the field again
is increased to 0 and then progressively increased in forward direction the M-H plot will
follow the lower curve on Figure 3 from e to d. The hysteresis loop can now be repeated
by applying increasing and decreasing fields between £{s and — H.

Anhysteretic remanent magnetisation (ARM)

The common iron minerals have imperfections, which cause the hysteresis properties
discussed above. An anhysteretic (free of hysteresis) magnetisation can be achieved in
such materials by applying an alternating field (AF) of gradually decreasing amplitude in
the presence of a direct current bias field (which we will call the DC bias field). As the AF
is reduced, the hysteresis is progressively removed and the magnetisation of the material
gradually converges on the anhysteretic value for the prevailing DC bias field intensity.
ARM is related to magnetic grain size (e.g., King et al. 1982; Maher, 1988). Measurement
of this parameter is now routine at most laboratories.

Sample collection and preparation
Collection of lake sediment cores for magnetic analyses

A number of various coring techniques are used to collect lake-sediments (Glew et al.,
volume 1). The choice of coring technique has to be made with respect to a number of
factors like water depth, sediment thickness, type of material, compaction of sediment, etc.
With respect to palaeomagnetic measurements (i.e. measurements of the natural remanent
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magnetisation, NRM) it is critical that physical disturbance of the sediment sequence is
minimal and that the orientation of the core is known, or that at least the core penetrates
vertically and does not twist or bend during operation. Ideally the core barrel should be
made from a “non-magnetic” material (e.g., plastic) and penetrate the sediment slowly and
smoothly. Recovered cores should also be kept well away from any generators of relatively
strong magnetic fields (for example electric motors). With regards to mineral magnetic
measurements (i.e. those pertaining to magnetic mineral concentration and type), it is critical
that the sediments are kept free of contamination (rusty metal corers are to be avoided).
With the Russian peat corer (Jowsey, 1966), cores 1 m long can be typically collected. The
internal diameter of the u-shaped chamber (made of a clean metal, preferably aluminium or
stainless steel) generally ranges between 5 and 10 cm. After the core collection, the material
is transferred to u-shaped plastic liners and sealed in plastic film. With piston-corers (e.g.,
Livingstone corer and Mackereth corer) continuous, generally up to 10m long sequences,
can be retrieved in airtight plastic tubes. These must be sealed and preferably kept in cold
storage until split into two halves and sub-sampled. Long-time storage and subsequent
oxidation can significantly affect the mineral magnetic properties of sediment deposited
under both anaerobic and aerobic conditions. Ferrimagnetic iron oxides and iron sulphides
are known to alter to less (non-) magnetic minerals during storage (Hilton & Lishman, 1985;
Snowball & Thompson, 1988; Oldfield et al. 1992). To avoid significant storage alteration,
sediments have been embedded in epoxy resin (e.g., Snowball et al. 1999) or stored in an
inert gas atmosphere (Hawthorne & McKenzie 1993).

Sub-sampling of sediment cores for routine mineral magnetic analyses

‘Routine’ or ‘standard’ mineral magnetic analyses include measurements of magnetic
susceptibility and a range of remanence measurements, i.e. a sample is magnetised and
the remanent magnetisation is measured after the exposure to a magnetic field. The main
advantages of these routine analyses over many other analytical techniques are that they
are fast, cheap (once one has the instrument) and non-destructive. After the magnetic
measurements are complete the samples can be used for a range of additional analyses
(e.g., geochemistry, palynology, grain-size distribution, mineralogy).

To avoid spurious results due to magnetic mineral alterations, it is strongly recommended
to perform the magnetic analyses on fresh sediments that have been stored in a cold room
and/or an inert atmosphere (which can include sealed core tubes). Properly sealed cores
can be stored in a cold room for many years, even decades. Alternatively the samples could
be freeze-dried, a procedure which seems to reduce the alteration of magnetic properties
(of course this is unsuitable for NRM measurements). A standard practice is to use hollow
plastic cubes that are gently pushed into the cleaned sediment surface. The entire sediment
section can be analysed. A useful size is 2 x 2 x 2 cm, an easily obtainable size that can be
accepted by the majority of instruments used for standard mineral magnetic measurements.
However, sediment slices at any desired thickness can be cut out from the fresh sediment
with a non-magnetic knife, depending on the aim of the investigation and the desired
resolution, and transferred to a plastic container.

The disadvantage of analysing many fresh lake-sediments is that water dilutes the
concentration of magnetic minerals (and also contributes a negative initial magnetic sus-
ceptibility). The concentration per unit volume can be very low in the case of organic
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rich sediments or if weakly magnetic bedrock types dominate in the lake catchment. It may
therefore be necessary to concentrate the magnetic minerals by removing the water through
oven or freeze-drying. Unconsolidated sediment with a high water content (generally the
uppermost sediment) may not be suitable to measure in a “moist” state as some analyses
(see below) require that the sediment grains remain fixed relative to the sample holder and
magnetometer during measurement. However, the problem of low magnetic concentration
(and hence low magnetic remanent intensity) can be minimised by using very sensitive
magnetic magnetometers that are available on the market. After the analyses, the samples
are freeze-dried or oven-dried at 40-50 °C and weighed to allow calculation of mass specific
magnetic parameters. If the samples are magnetically very weak the containers have to be
weighed individually before the sub-sampling procedure, otherwise an average weight of
10 or 20 containers can subtracted from each sub-sample.

Collection and preparation of catchment samples

To determine possible sources of lake-sediment it is recommended (if not obligatory) to
analyse the mineral magnetic properties of a range of representative samples collected
from the lake catchment. Catchment samples from outcrops, soil profiles, from bedload or
suspended river material etc. can be collected and stored in plastic containers. Bulk samples
are transferred to the standard size of plastic containers used for the lake-sediment magnetic
analyses. It is well known that the chemical and mineralogical properties of sediments
vary according to their particle-size distribution, and thus it is useful to perform magnetic
analyses on a particle-size basis. This procedure requires that the catchment samples also
be split into a range of particle-size classes. Wet sieving can be used to separate the sand
fractions and the finer particle size classes can be achieved through gravity settling based
on Stoke’s Law. Sub-samples can be obtained by various methods like decantation (e.g.,
Walden et al. 1987, 1992), pipette (e.g., Yu & Oldfield 1993) or controlled centrifuging
(Peters 1995). To avoid alteration of the magnetic properties, it is recommended to perform
the analyses of the sub-samples before drying.

It must be stressed that comparisons to the lake-sediment record are not straightforward.
The separation procedure of the smaller particle size classes is not perfect, as shown by
Walden & Slattery (1993). In addition, smaller magnetic grains will settle at the same rate
as relatively larger quartz grains because the iron oxides have a higher density. Attempts to
digest the organic fraction through treatment with hydrogen peroxide {H2€)2) can lead to
both the destruction and production of magnetic phases (Snowball pers. comm.).

Sample preparation for advanced magnetic analyses

The standard size of cube that is utilised for ‘routine’ magnetic analyses can be unsuitable
for more advanced magnetic analyses, which often require smaller samples. Reduction
of sample size can lead to representation problems and it is critical that samples are
homogenised before they are sub-sampled. However, care must be taken not to mechanically
grind samples to the point that the magnetic-grain size distribution changes, which would
alter the magnetic properties of the sub-sample compared to the parent sample.
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Certain advanced techniques offer the advantage of higher temporal resolution. Mag-
netic hysteresis measurements require that the sample remain fixed with respect to the
sample holder. Chips of oven-dried (<50 °C) inorganic sediments may be suitable if they
turn solid. Otherwise stabilisation in epoxy resin of more organic sediment is a suitable
method if the samples are cured at a low temperature. A temporal resolution of 4-5 years per
sample was obtained in a magnetic hysteresis study of a 9,000 year varved lake sediment
in Sweden (Snowball et al. 1999). Seasonal resolution has been obtained for the uppermost
20 years of a Finnish varved lake-sediment (Saarinen & Snowball, pers. comm.). The
samples measured in these two studies were obtained by embedding the sediments with a
low viscosity epoxy resin (Lameroux, 1994) prior to cutting and polishing samples of the
required size (c. 2 mm).

Temperature dependent magnetic susceptibility measurements (see below) may also
require a dry sample: water will either freeze or boil and these effects should be avoided by
using dried samples. High (>room temperature) temperature magnetic measurements (of
magnetic susceptibility or magnetisation) of lake-sediments and soils can be complicated by
the oxidation and eventual combustion of organic matter, which produces uncontrollable
flash temperatures. Such problems can be avoided by concentrating (or separating) the
magnetic minerals from the “non-magnetic” matrix. Magnetic separation techniques are
comprehensively reviewed by Hounslow & Maher (1999) and will not be discussed further
here. Magnetic separates can be subject to electron microscopy (SEM or TEM) which can
provide independent information about magnetic grain-size, mineralogy and origin.

Sequence of measurements

As the magnetic properties of the sub-samples can be irreversibly altered by some of the
magnetic analyses discussed above, it is important to perform the analyses in a certain
sequence, as illustrated in Figure 5.

Before the sediment is destroyed by the sub-sampling procedure, whole-core suscep-
tibility scanning of cores is recommended (see below). The scanning will give a quick
overview of the magnetic stratigraphy. If the total sediment succession consists of a number
of shorter, overlapping core-segments, this procedure will provide an objective and quan-
tifiable method of core correlation. This procedure is especially useful as many Holocene
lake-sediment sequences consist of brownish/blackish gyttja that lack visual stratigraphic
marker horizons. It is also a rapid way to perform intra-basin correlation if a suite of spatially
separated cores has been collected at various places in a lake (e.g., Sandgren et al. 1990).

Routine analyses of all sub-samples should at least include the following sequence.
Magnetic susceptibility measurements should be carried out first: at least low frequency
magnetic susceptibility { x;¢) and if possible the high frequency magnetic susceptibility
(xx¢). Dual frequency magnetic susceptibility measurements can be used to determine
the frequency dependency of magnetic susceptibility. Remanence measurements should be
carried out after magnetic susceptibility. ARM measurements must be conducted before
the sample is exposed to strong magnetic fields. Determination of saturation isothermal
remanent magnetisation (SIRM) requires the progressive application of magnetic fields of
increasing intensity (forward-fields). Alternatively, or as a complement, the samples can
first be saturated (if the saturation field is known) and subject to a set of reversed magnetic-
fields (back-fields) of increasing intensity.
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Magnetic susceptibility

Low field or initial magnetic susceptibility is a measure of how easily a material can
be magnetised (Thompson & Oldfield 1986). It is perhaps the most common magnetic
parameter and is very simple to measure. Samples are measured at room temperature in a low
magnetic field (generally 0.1 milliTesla-mT). Mass specific susceptibility (y }is obtained by
dividing the volume susceptibility {x }by the dry sample weight. The most common method
is to measure initial susceptibility using a balanced alternating current (AC) bridge circuit.
There are various systems available on the market that range from less sensitive (at least with
respect to lake sediments that often have a high organic/water content) to very sensitive.
With the more sensitive instruments, it is possible to determine the diamagnetic contribution
to the susceptibility from the plastic holder and plastic container. Especially in the case of
magnetically weak sediments, it is important to correct for this. As magnetic susceptibility
is an in-field measurement, it is a measure of the net contribution of all the materials in the
samples. If ferrimagnetic minerals are present in very low concentrations the concentration
of diamagnetic, paramagnetic and also canted antiferromagnets can contribute to the result.
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Figure 6. Imbial magnetic susceptibility measurements ot a varved sequence from Estonii, using (A) a Bartinglon
Instruments MS2E] surface scanning sensor attached to 2 TAMISCAN awematic conveyor system and (B) a
Rarttngton Instruments whole core loop sensor, MS2C.

The generally very small effects of grain interactions can lead to a measured value of
magnetic susceptibility that is lower than the true or intrinsic susceptibility. However,
this effect is normally ignored in mineral magnetic studies where the magnetic grains

are normally assumed to be dispersed and randomly orientated within the bulk sediment
matrix.

Whole core magnetic susceptibility scanning

For measurements of whole core magnetic susceptibility, a ring or loop sensor can be used
(preferably in conjunction with an automated sample logger). An advantage of this method
is that core tubes do not have to be opened and cores can be logged and stored for many
years before further sub-sampling. However, for most lake-sediments with a high organic
and water content, the sensitivity level of the loop sensors is too low and the stratigraphic
resolution is about 5 cm. Alternatively, the surfaces of opened cores can be scanned using
recently developed surface sensors. These sensors have a stratigraphic resolution of c.
4 mm and measurements can be repeated with a high-degree of accuracy. Figure 6 shows
a comparison between magnetic susceptibility measurements of varved clay from Estonia
that was undertaken with a loop sensor and a surface scanning sensor (shown in plate 1).
As seen from Figure 6 the surface scanning sensor picks out the individual silty summer
varves (high magnetic mineral concentration) and the more fine grained winter varves (low
magnetic concentration) whereas the loop sensor only gives a more general trend.
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Figure 7. Initial magnetic susceptibility from Lake Haubi in central Tanzania rellecting periods of gradually in
increasing erosion throughout the 201 contury (from Friksson & Sandgren 1999).

Low field initial magnetic susceptibility

Measurement of magnetic susceptibility at room temperature is relatively rapid, and with
a suitable susceptibility meter a hundred samples can easily be processed in an hour.
Figure 7 is an example of the downcore variations of initial magnetic susceptibility in
a core from Lake Haubi in Tanzania in Africa reflecting soil erosion during the 20! century
(Eriksson and Sandgren 1999). The clearing of vegetation e.g., that started in 1928 resulted
in increased erosion bringing more minerogenic particles (and magnetic minerals) into the
lake, which is reflected by increased values of magnetic susceptibility.

Frequency dependent magnetic susceptibility

With certain magnetic susceptibility meters more than one frequency field (of the same
low magnetic intensity) can be applied. Use of (at least) two frequencies enables the
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frequency dependency of susceptibility to be determined. It is possible to calculate the
frequency dependent magnetic susceptibility in either absolute values or as a percentage
of the low frequency magnetic susceptibility. Measurements at the two frequencies are
generally used to detect the presence of ultrafine { < 0.03 j1m1} superparamagnetic grains. It
must be considered that the absolute frequency dependency detected must also lie within
the sensitivity of the equipment used. This problem can, to some extent, be overcome by
analysing dried samples, which enables more sediment per unit volume to be packed into
sample holders. The measurements can be repeated several times to improve the statistical
reliability if the samples are very weak.

Anisotropy of magnetic susceptibility

The anisotropy of magnetic susceptibility (AMS) is measured to determine the fabric
properties of the sample. It yields information on the degree of orientation of magnetic
grains in the sample and/or the surrounding matrix. Unconsolidated sediments must be
undisturbed for this type of measurement. Undisturbed samples have either to be impreg-
nated in resin or measured in naturally moist conditions. Very sensitive instruments are
required, as it is necessary to measure very small differences in susceptibility (similar to
frequency dependency). Measurement of the anisotropy of magnetic susceptibility is not
generally carried out in mineral magnetic studies of lake-sediments, although it is useful
for determining the reliability of palacomagnetic directions (which can be influenced by
gravitational forces acting on elongated particles).

Temperature dependent susceptibility

Temperature dependent magnetic susceptibility is a measurement of low field suscepti-
bility in a single sample across a range of temperatures, from liquid helium (-269 °C)
or liquid nitrogen (-196°C) temperatures to c. normally 700°C (which will surpass the
Curie temperature of haematite). Temperature dependent magnetic susceptibility is not
normally carried out as a routine measurement, but it can be applied to representative
samples from various stratigraphical horizons and give information about mineral type and
grain-size. Only a relatively small sample is required, which has been dried at 105 °C.
In some lake-sediments the paramagnetic minerals will dominate the result and suppress
the signal from the ferromagnetic minerals. Extremely advanced equipment can measure
magnetic susceptibility at varying temperatures, frequencies and applied fields. Software
provided by the manufactures of equipment can distinguish between ferrimagnetic and
diamagnetic/paramagnetic contributions to temperature dependent magnetic susceptibility.

Remanence measurements

In the magnetic remanence experiments the samples are exposed to a combination of much
stronger specific magnetic fields than those that are applied in magnetic susceptibility
analyses. After exposure to each successive magnetic field, the remanent magnetisation is
measured. When the magnetisation is measured ‘out of the field’, only substances that are
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capable of holding a magnetic remanence will contribute to the signal, i.e. paramagnetic
and diamagnetic substances will not influence the result, as opposed to susceptibility
measurements. The magnetisation procedure gradually alters the magnetic intensity of
the sample.

Anhysteretic remanent magnetisation (ARM)

Measurements of ARM have over the last years become routine in mineral magnetic
analyses. An ARM is induced by applying an AF of gradually decreasing amplitude in
the presence of a constant DC bias field. As the AF is cycled, the hysteresis is progressively
removed and the magnetisation of the material converges on the anhysteretic value for the
prevailing DC bias field. ARM measurements can be interpreted in terms of magnetite
grain size variation (e.g., King et al. 1982; Maher 1988). Some magnetometers specifically
designed for geological purposes contain automatic systems for AF demagnetisation and
ARM induction.

Isothermal remanent magnetisation (IRM)

Electromagnets or pulse magnetic chargers can be used to generate quite strong magnetic
fields (compared to the DC bias fields used in ARM induction). The disadvantage of
electromagnets is that the pole pieces generate stray fields even when the electric current
is turned off, which reduces the efficiency of the analyses. Pulse magnetic chargers use
a capacitor bank to produce a high voltage discharge through a coil, which generates a
magnetic field for a fraction of a second along the axis of the coil. There are a number of
commercial companies selling pulse magnetic chargers. For mineral magnetic measure-
ments a maximum field of 1 T is a minimum requirement, although fields up to 7 T can be
obtained without considerably more investment. A combination of two units, one for fields
<0.1 T and one for higher fields is often the best solution.

The magnetic remanence induced in a sample in the way described above is known as
the Isothermal Remanent Magnetisation (IRM). A particular field that has been used can be
denoted IRM T+ IRM s s IRM - ete. for specific forward fields and ERM _y T
IRM_ 00T etc. to denote that negative fields have been used. The IRM, T is generally
called SIRM (Saturation Isothermal Remanent Magnetisation) which refer to that the sam-
ple has been magnetised in a strong magnetic field of 1 T enough to saturate magnetite. In
most articles and texts the acronym (S)IRM refers to measurements carried out at room
temperature measurements.

When the sample becomes magnetised, a magnetisation will remain generally parallel
(or very close to) to the induced magnetic field. A magnetometer is required to measure the
strength of the magnetisation. There are a number of different types available on the market.
Superconducting quantum interference devices (SQUIDs) are the most sensitive and stable
detectors, but currently require liquid helium or liquid nitrogen to cool the detectors to
a superconducting temperature. Spinner magnetometers that use Fluxgate detectors or
coils to detect magnetisations are less sensitive, but they are normally quite suitable for
routine analyses.
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Gyro & rotational remanent magnetisations (GRM/RRM)

Stable-single-domain grains of magnetite and greigite have the ability to acquire a gyro
remanent magnetisation (see Stephenson 1980a, 1980b; Snowball 1997a). A GRM can
be acquired by a static sample when it is subject to AF demagnetisation. The GRM is
acquired in a plane perpendicular to the applied AF, and rotation of the sample around an
axis perpendicular to the applied AF causes the GRM to be acquired along the rotation axis
(which is denoted as an RRM). Potter & Stephenson (1986) and Snowball (1997b) show
how measurements of GRM, RRM and ARM can be used as a magneto-granulometric tool.
Although these methods have not been extensively used in mineral magnetic studies, the
potential exists to use GRM and RRM to selectively detect the presence, and measure the
concentration, of stable-single domain bacterial magnetosomes (magnetite and greigite)
in samples which have relatively high concentrations of coarser grained detrital magnetic
minerals (which do not acquire GRM).

Hysteresis curves

The construction of complete hysteresis curves (Fig. 3) through a series of magnetic fields
requires access to high-precision instruments. The more advanced is the alternating gradient
magnetometer, which measures smaller samples at a faster rate than most vibrating sample
magnetometers or magnetic balances. Attachments for temperature dependent measure-
ments are also available. Based on a magnetic hysteresis curve, many more parameters are
available than withjust susceptibility and remanence measurements alone. It is, for example,
possible to calculate the non-ferromagnetic contribution to magnetic susceptibility, which
may have its own specific environmental interpretation (see Fig. 8).

Summary

Since the 1950’s, when palaecomagnetism came to a fore because of its contribution to
studies of plate tectonics, the employment of magnetic measurements in Earth sciences has
expanded rapidly and studies of lake-sediments have benefited from (and contributed to)
this development. Applications of mineral (rock) magnetism to studies of paleolimnology
are diverse and range from investigations of temporal and spatial variations in the direction
and intensity of Earth’s magnetic field to the study of single magnetotactic bacteria. The
rapidity of the measurement techniques, the minimal need for sample preparation and the
generally non-destructive nature of the methods are major advantages compared to other
more time-consuming techniques that require considerable sample preparation.

Modern paleolimnological studies are frequently multidisciplinary, and mineral (rock)
magnetism can provide a first glimpse of variations in sediment properties. However, al-
though the method can be used for simple stratigraphic core correlation, there is a trend (as
displayed by many other proxy-climate/environmental methods) towards the quantification
and calibration of mineral magnetic parameters in terms of climate parameters and other
indices of environmental climate change (e.g., Maher & Thompson 1995). The relatively re-
cent observation that biogeochemical processes can cause major post-depositional changes
in the magnetic properties of lake-sediments has opened up new avenues of research.
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Magnae